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## Preface

Social science is moving in a direction in which its various constituent parts are sharing a common set of foundations, languages, and platforms. This commonality is making the social sciences unprecedentedly behavioral, algorithmic, and computational. At the turn of the twenty-first century, a group of computer scientists and social scientists worked together to initiate new series of conferences and to establish new academic organizations to give momentum to this emerging integration now known as computational social sciences. One of them is the International Workshop on Agent-Based Approaches in Economic and Social Complex Systems (AESCS), which originated in Japan. The first five AESCS workshops were all organized in Japan - Shimane (2001), Tokyo (2002), Kyoto (2004), and Tokyo (2005, 2007). The sixth was the first one to be held outside Japan. It was hosted by National Chengchi University in Taipei, Taiwan, and co-hosted by the Pacific-Asian Association for Agent-Based Approaches in Social System Sciences (PAAA) as its biennial conference.

On the occasion of AESCS'09 we had 39 presentations, which were delivered in single sessions on November 13 and 14, 2009. In addition to the regular presentations, three keynote speeches were given, by Jeffrey Johnson (Open University, UK), Sobei Oda (Kyoto Sangyo University, Japan), and Takao Terano (Tokyo Institute of Technology, Japan). While most of the time the "agent" in agent-based modeling refers to software agents, the increasing involvement of human agents and their interactions with software agents has given agent-based social modeling a new direction to explore, which is known as experimental agent-based modeling or participatory simulation. To feature this new development, AESCS'09 also offered a one-day tutorial on software for software-agent simulations and human-subject experiments. The tutorials included SOARS (lectures by Hiroshi Deguchi, Manabu Ichikawa, and Hideki Tanuma), Netlogo (Bin-Tzong Chih) and z-Tree (ChungChing Tai).

As in the previous five events, we also prepared a post-conference publication to archive selected papers as evidence of the advances in computational social sciences. Fourteen papers were selected to be included in this volume, each being reviewed by three to four referees. These 14 papers were then further grouped into six parts. Of these, Part I, "Agent-Based Financial Markets," and Part II, "Financial Forecasting and Investment," have long-standing positions in the literature.

We believe that these two topics will continue receiving attention from scholars as well as the general public, particularly after the recent financial tsunami. Part III, "Cognitive Modeling of Agents," is a new direction in agent-based social sciences. Cognitive capacity, as well as other related measures, has been studied by cognitive psychologists for decades. However, only recently has this constraint sensibly been taken into account in constructing artificial agents so as to, from a microscopic viewpoint, better mimic the human behavior observed in, for example, humansubject experiments, or, from a macroscopic viewpoint, to better understand the emergent complex phenomena. The two chapters included in this part are examples of this kind of work.

Agent-based models of complex adaptive systems obviously provide an alternative way of thinking about policy making in a complex and uncertain environment. The flexibility of agent-based models provides us with tremendous opportunities for policy simulation under various scenarios, from the behavior of stakeholders and interaction networking to environmental uncertainties. This information regarding the landscape of outcomes can be particularly useful in evaluating the potential risk of policy regimes. The three chapters included in Part IV, "Complexity and Policy Analysis," address policies related to pension funds, local taxes, and marketing.

Needless to say, all great challenges currently facing primates and human societies are interdisciplinary. The solutions require not just technology, but also fence crossing among the various social sciences. Agent-based modeling as an integration platform within the social sciences is becoming active in tackling these challenges. Part V, "Agent-Based Modeling of Good Societies," is an example of this development. The three chapters included in this part use agent-based modeling to address the issues of human well-being: peace, greenness, and disaster management, respectively. The remaining two chapters are included in Part VI "Miscellany," which extends the volume to applications to organizations and management and a literature review of the computational social sciences.

We do hope that this volume (AESCS'09), as a continuation of the past decade and the opening of a new decade, can stimulate and motivate more prospective readers, particularly young scholars, to join this growing and exciting area and contribute to the flourishing development of the computational social sciences.

AESCS'09 Workshop Chair
AESCS'09 Organizing Committee Chair
AESCS'09 Program Committee Chair
AESCS'09 Publication Chair

Shu-Heng Chen
Takao Terano
Ryuichi Yamamoto
Hiroshi Deguchi

## Committees and Chairs of AESCS'09

Organizational Chair

Takao Terano, Tokyo Institute of Technology, Japan

## Workshop Chair

Shu-Heng Chen, National Chengchi University, Taiwan

Program Committee Chair

Ryuichi Yamamoto, National Chengchi University, Taiwan

Workshop Coordinator<br>Chung-Ching Tai, Tunghai University, Taiwan

## Tutorial Coordinator

Ke-Hung Lai, National Chengchi University, Taiwan

## Program Committee

Chair | Eizo Akiyama, University of Tsukuba, Japan |
| :--- |
| Yuji Aruka, Chuo University, Japan |
|  |
| Sung-Bae Cho, Yonsei University, Korea |
|  |
| Mauro Gallegati, Universita' Politecnica delle Marche, Italy |
|  |
| Nobuyuki Hanaki, GREQAM, Universite de la Mediterranee, |
| and University of Tsukuba, France/Japan |
|  |
| Fumihiko Hashimoto, Osaka City University, Japan |
|  |
| Xuezhong (Tony) He, University of Technology, Sydney, Australia |
|  |
| Reiko Hishiyama, Waseda University, Japan |
|  |
| Masayuki Ishinishi, Ministry of Defense, Japan |
|  |
| Kiyoshi Izumi, National Institute of Advanced Industrial Science |
|  |
| and Technology (AIST), Japan |
|  |
| Toshiya Kaihara, Kobe University, Japan |
|  |
| Taisei Kaizoji, International Christian University, Japan |
|  |
| Toshiyuki Kaneda, Nagoya Institute of Technology, Japan |
|  |
| Toshiji Kawagoe, Future University-Hakodate, Japan |
|  |
| Hajime Kita, Kyoto University, Japan |
| Thomas Lux, University of Kiel, Germany |

Jun-ichi Maskawa, Seijo University, Japan
Takayuki Mizuno, Hitotsubashi University, Japan
Hideyuki Mizuta, IBM JAPAN, Japan
Yutaka Nakai, Shibaura Institute of Technology, Japan
Yosihiro Nakajima, Osaka City University, Japan
Akira Namatame, National Defence Academy, Japan
Isamu Okada, Soka University, Japan
Isao Ono, Tokyo Institute of Technology, Japan
Tamotsu Onozaki, Aomori Public College, Japan
Philippa Pattison, University of Melbourne, Australia
Stefan Reitz, German Federal Bank, Germany
Aki-Hiro Sato, Kyoto University, Japan
Hiroshi Sato, National Defense Academy, Japan
Yoshinori Shiozawa, Osaka City University, Japan
Keiji Suzuki, Future University-Hakodate, Japan
Keiki Takadama, The University of Electro-Communications, Japan
Shingo Takahashi, Waseda University, Japan
Noriyuki Tanida, Kansai University, Japan
Kazuhisa Taniguchi, Kinki University, Japan
Frank Westerhoff, University of Bamberg, Germany

## Sponsors

Department of Economics, National Chengchi University
NCCU Top University Program
National Science Council

## Contents

Part I Agent-Based Financial Markets
Comprehensive Analysis of Information Transmission Among Agents: Similarity and Heterogeneity of Collective Behavior ..... 3 Aki-Hiro Sato
Examining the Effects of Traders' Overconfidence on Market Behavior ..... 19
Chia-Hsuan Yeh and Chun-Yi Yang
Part II Financial Forecasting and Investment
Short Time Correction to Mean Variance Analysis in an Optimized Two-Stock Portfolio ..... 35
Wenjin Chen and Kwok Y. Szeto
Exchange Rate Forecasting with Hybrid Genetic Algorithms ..... 47
Jui-Fang Chang
Part III Cognitive Modeling of Agents
Learning Backward Induction: A Neural Network Agent Approach ..... 61
Leonidas Spiliopoulos
Cognitive-Costed Agent Model of the Microblogging Network ..... 75
Mitsuhiro Nakamura and Hiroshi Deguchi
Part IV Complexity and Policy Analysis
Landscape Analysis of Possible Outcomes ..... 87
Yusuke Goto and Shingo Takahashi
The Flow of Information Through People's Network and Its Effect on Japanese Public Pension System ..... 99
Masatoshi Murakami and Noriyuki Tanida
Identification of Voting with Individual's Feet Through Agent-Based Modeling ..... 119
Rio Nishida, Takashi Yamada, Atsushi Yoshikawa, and Takao Terano
Part V Agent-Based Modeling of Good Societies
Communities, Anti-Communities, Pan-Community as Social Order ..... 135
Yutaka Nakai
Bayesian Analysis Method of Time Series Data in Greenhouse Gas Emissions Trading Market ..... 147
Tomohiro Nakada, Keiki Takadama, and Shigeyoshi Watanabe
Large Scale Crowd Simulation of Terminal Station Area
When Tokai Earthquake Advisory Information Is Announced Officially ..... 161
Qing-Lin Cui, Manabu Ichikawa, Toshiyuki Kaneda, and Hiroshi Deguchi
Part VI Miscellany
Boundary Organizations: An Evaluation of Their Impact Through a Multi-Agent System ..... 177
Denis Boissin
A Bibliometric Study of Agent-Based Modeling Literature on the SSCI Database ..... 189
Shu-Heng Chen, Yu-Hsiang Yang, and Wen-Jen Yu
Author Index ..... 199
Keyword Index ..... 201

# Agent-Based Financial Markets 

# Comprehensive Analysis of Information Transmission Among Agents: Similarity and Heterogeneity of Collective Behavior 

Aki-Hiro Sato


#### Abstract

Recent development of Information and Communication Technology enables us to collect and store data on human activities both circumstantially and comprehensively. In such circumstances it is necessary to consider trade-off between personal privacy and public utility. In the present article I discuss methods to quantify comprehensive states of human activities without private information and propose a measure to characterize global states of societies from a holistic point of view based on an information-theoretic methodology. By means of the proposed method I investigate participants' states of the foreign exchange market during the period of the recent financial crisis which started around the middle of 2008. The results show that drastic changes of market states frequently occurred at the foreign exchange market during the period of global financial crisis starting from 2008.


Keywords Bipartite graph • Degree centrality • Shannon entropies • KullbackLeibler divergence • Jensen-Shannon divergence • Foreign exchange market

## 1 Introduction

Recent development of Information and Communication Technology (ICT) enables us to communicate with one another via electronic devices and a ubiquitous environment has been realized everywhere from commerce to education. One can further collect and accumulate large amounts of socio-economic data on human activities, and analyze and visualize them in principle. Based on vast amounts of data from socio-economic systems new types of commercial services and research fields have been emerging. Specifically, several researchers in the fields of sociology, economics, informatics, and physics are focusing on these frontiers and have launched data-oriented sciences in order to understand the collective behavior of human groups [1-11].

[^1]However, since our society, which is the sum total of both internal and external states of individuals, is several orders of magnitude more complicated than each individual, it seems to be impossible for us to capture its real total states even if several humans cooperate to capture them. In other words the "complexity" of our society leads to and/or comes from our nescience.

Therefore it is required that we may develop methodologies to compress or extract information from vast amounts of data on the states in our society with higher degrees of freedom than each individual's degrees of freedom. If technological advances make such unobservable circumstances perceptible then they may provide us with predictability and manageability for our society. We further may be able to find arbitrary opportunities obscured due to the nescience and improve several undesirable circumstances.

According to Heinz von Foerster [12] complexity is not of any properties which observed systems possess but it is to be perceived by observing systems. He asks us about it through the following question: Are the states of order and disorder states of affairs that have been discovered, or are these states of affairs that are invented? If the states of order and disorder are discovered then complexity means the property of the observed systems. If invented then it is perceived by the observing systems.

In this article, following Foerster's definition of the complexity, we suppose that the degree of order and disorder is relatively determined by the degrees of freedom of an observed system and an observing system. One of the most dominant reasons why we recognize the complexity in observed systems is because finiteness of periods when and abilities where we are able to observe the systems and limitations of our memory and a priori knowledge on them lead to our bounded rationality or nescience. Therefore, if we can overcome nescience with comprehensive data on the observed systems by means of massive computation then we will be able to make complexity change to simplicity. Moreover, if we can invent the definition of the states of order and disorder then we have an ability to perceive the states of order and disorder. Therefore it is important for us to have a conceptual framework for coping with complexity in human societies.

Our own knowledge is a part of the whole of knowledge, and the whole of knowledge consists of each part of our own knowledge. Therefore it seems to be impossible for us to comprehend the whole of knowledge because of our finiteness. However it is possible for us to know it by intuition. This intuition for the whole of knowledge is a "comprehensive" perspective which is expected to lead us to a holistic point of view.

The aim of the present article is to propose methods to quantify and visualize attentions of participants in groups whilst protecting the anonymity of agents from a holistic point of view. Specifically I focus on the foreign exchange market and attempt to comprehensively visualize market states of the foreign exchange market with high-resolution data recorded in an electronic brokerage system.

The rest of this paper is organized as follows. In Sect. 2 a literature survey is carried out through recent studies on data-centric socio-economic sciences. In Sect. 3 I propose an agent-based model of a society consisting of $N$ kinds of groups where $M$ participants exchange contexts, and propose methods to capture states of
participants in a practical manner. In Sect. 4 I show results of empirical analysis on states of the foreign exchange market by means of the proposed methods with high-resolution data. Section 5 is devoted to conclusions and used to address future works.

## 2 Literature Survey

Recently several researchers in a wide spectrum of fields have paid a remarkable amount of attention to massive amounts of comprehensive data. For example, search engines of Web services need massive data about hyperlink connections among Web pages, and electronic commerce systems need to cover various kinds of products. Due to the development of ICT, the Advanced Information Society has already emerged globally and it has eventually made our world to be smaller and smaller. For such circumstances the concept of information explosion has been proposed [13, 14]. This concept is that the total amount of information created by individuals exceeds the individuals' information processing capability. According to recent studies on the information explosion, it is predicted that the total amount of information created by human beings will reach over 1Zbyte/year around 2010.

Studies based on vast amounts of socio-economic data have several branches. Here five kinds of recent studies (financial market data, demographic data, traffic flow data, POS data, and Web-commerce data) are surveyed for the purpose of finding directions to cope with the complexity of human societies.

A large amount of data on financial markets is available because the electronic matching systems of financial markets are spreading all over the world due to the development of ICT. Recent trading is done through electronic platforms and settlement operation is done through electronic clearing systems. Financial market data can be collected through a direct API or through the historical data centers of data providers. Applications of statistical mechanics to finance by means of statistical physics, agent-based modeling and network analysis have progressed during the last decade [1-4].

The launch of E-Stat database by the Japanese government [5] provides us with new technology for data-based understanding of our country. Specifically, based on demographic data everyone can understand the state of our country from a viewpoint of population in principle. Furthermore, real-time demographic data are also available since the technologies to collect human activities via each personal mobile phone have been established [6]. In the near future we will be able to visualize real-time demographics both comprehensively and circumstantially.

Recently, several car navigation companies have launched autonomous sensory navigation services in Japan. As a result, these companies can collect real-time car traffic data via each car navigation terminal. Moreover, by collecting data from many cars one can find roads and points where traffic jams are occurring. Without constructing new infrastructure to collect traffic states they can accumulate real-time traffic data due to the development of Integrated Transport Systems (ITS). Based on
such data comprehensive analysis of traffic flows can be conducted in order to cope with traffic jams [7]. Recent developments of traffic measurement technologies have been driving the theoretical development of traffic control and modeling [8].

POS is an abbreviation for "point-of-sales" and all the department stores and supermarkets have introduced this kind of system in order to ring up the amounts at the cash registers. As a result, retail sales can be managed in real-time and data centric operations can be done. On the basis of massive amounts of data, marketing methods have been developed. The statistical properties of expenditure in a single shopping trip show a power-law distribution [9]. A comprehensive analysis of retail sales is one of the prominent directions to be followed in order to bridge between microeconomics and macroeconomics.

Web-based commerce systems enable us to purchase everything from books to electronic equipment, via web sites. The details of consumers and goods can be stored on the data-base engine of each web site. If we can use such data, then we may, in principle, capture real-time demand and supply of all the items which are traded via web sites. Analyzing massive amounts of data on items which are sold via web commerce systems is expected to open a window to new economic theory and service engineering [10, 11].

The common properties of these studies seem to overcome the complexity in socio-economic systems by using massive amounts of data and vast computations. Copious amounts of data on human activities are collected by means of ICT and vast amounts of computation for such data are conducted for the purposes of searching, matching, visualizing and extracting.

Specifically in the literature of Cloud Computing, users practically use their service provider's computers via a rich network infrastructure and store their data on the provider's storage. Therefore, in principle, it is possible for us to integrate collected personal data and to even understand the states of order and disorder of the affairs based on vast amounts of data and of computation.

On the other hand, in such circumstances we have to consider the trade-off between personal privacy and public utility. In this context almost all advanced countries have Private Information Protection Laws. Hence, protection of personal privacy is one of most important issues involved in dealing with personal data in Cloud Computing. If it is permitted for us to secondarily use such data, then it can be a useful infrastructure for us to capture our society and to circulate our knowledge from a comprehensive point of view. In the following sections we consider a method of capturing the global states of affairs whilst protecting personal information.

## 3 Model and Methods

In this section I discuss methodologies to quantify the total states of affairs created by participants' activities and discriminate them for different observation periods from a comprehensive point of view. Specifically methods to characterize an indicative index with data from all the components of which the system consist.

The fundamental ideas are to focus on relative frequencies within group activities, and to quantify and to discriminate patterns based on their relative frequencies. Since the relative frequencies of group activities are quantities which can be computed from the number of activities for an observation period it is possible to count the actions of agents without any knowledge of private information. By repeatedly quantifying the total states of human society for each observation period we will be able to capture changes of circumstances.

According to the definition of information by Gregory Bateson [15] information is defined as a difference which makes a difference. In other words information is an ideal element ( $=$ meaning) of which a message changes a receiver's state. It is known that Bateson's definition characterizes information from qualitative aspects as compared with Shannon's quantitative definition of information. Moreover it is possible that agents create messages based on their inner state and receive messages from other agents in multi-agent systems. In such systems the production of messages and state variations are repeatedly done. The structure and dynamics of chaining perceptions and actions through communication among agents seem to be related to the stability of societies.

Consider $N$ groups consisting of $M$ agents as shown in Fig. 1. In the context of web commerce systems, agents correspond to consumers and groups correspond to goods or shops. In the context of financial markets agents correspond to traders, and groups are the commodities which are traded by agents. In the context of blog systems agents are bloggers, and groups are contents or communities. If one knows the relative activities of agents on each group then one can know the shares of those groups in society. Though the complete structure of human society is unknown and


Fig. 1 A conceptual illustration of human society consisting of $\boldsymbol{N}$ groups where $\boldsymbol{M}$ agents exchange messages
unobservable, the shares of groups are computable from observations. Such kinds of activity data can be comprehensively collected by observing the arrivals of submissions on host computers.

Let $f_{i}(T)(i=1, \ldots, N)$ be the number of observations for the actions of agents in the $i$ th group for the observation period $T:[T \Delta,(T+1) \Delta)(\Delta>0)$. Then a relative frequency of the $i$ th group's activities can be estimated as

$$
\begin{equation*}
p_{i}(T)=\frac{f_{i}(T)}{\sum_{i=1}^{N} f_{i}(T)} \tag{1}
\end{equation*}
$$

Namely, the relative frequency $p_{i}(T)$ may approximate the degree of centrality $c_{i}$ during an observation period $T$ [16]. On the other hand, suppose that random walkers hop from one node to another node with the same probability on a network having an adjacency matrix $C_{i j}$. Then a stationary residence probability of random walkers at the $i$ th node is equivalent to the $i$ th node's degree of centrality which is defined as

$$
\begin{equation*}
c_{i}=\frac{\sum_{j=1}^{N} C_{i j}}{\sum_{i=1}^{N} \sum_{j=1}^{N} C_{i j}} . \tag{2}
\end{equation*}
$$

Recently Wilhelm and Hollunder proposed a method to characterize directed weighted networks with several nodes [17]. They consider the normalized weight of the flux between two nodes as the probability for a symbol in the transmitter signal corresponds to the sum of all influxes to/effluxes from a given node. They also propose information-theoretic measures for the normalized weight in order to characterize the shape of networks. In the case of undirected unweighted networks, the normalized weight is equivalent to the degree of centrality as shown in (2).

Since a relative frequency of actions during an observation period $T$ may approximate to a probability for agents to be in a group, its information entropy during the observation period and the information divergence between two observation periods may characterize the state of the system at the period and quantify a distance between two states of the system. If we employ Shannon entropy as information entropy and Kullback-Leibler divergence as divergence then we can describe them as

$$
\begin{gather*}
S(T)=-\sum_{i=1}^{N} p_{i}(T) \log \left(p_{i}(T)\right)  \tag{3}\\
K L\left(T_{1}, T_{2}\right)=\sum_{i=1}^{N} p_{i}\left(T_{1}\right) \log \frac{p_{i}\left(T_{1}\right)}{p_{i}\left(T_{2}\right)} \tag{4}
\end{gather*}
$$

Obviously one has $0 \leq S(T) \leq \log N$, and $S(T)=\log N$ when $p_{i}(T)=1 / N$. Further, one has that $K L\left(T_{1}, T_{2}\right) \geq 0$ is satisfied and $K L\left(T_{1}, T_{2}\right)=0$ if and only if
$p_{i}\left(T_{1}\right)=p_{i}\left(T_{2}\right)$ for any- $i$. In this definition the Shannon entropy is regarded as a special case of the Kullback-Leibler divergence. When we put $p_{i}\left(T_{0}\right)=1 / N$, we have $K L\left(T, T_{0}\right)=\log N-S(T)$. Namely the Shannon entropy is equivalent to the Kullback-Leibler divergence between the activity state on the network at $T$ and uniform activity state on an undirected fully-connected network.

Furthermore in order to compare the shapes of probability distribution we can choose a divergence from $f$-divergence, Kullback-Leibler divergence, JensenShannon divergence, and so on [18]. In the case of the $f$-divergence the similarity of centralities between two observation periods is defined as follow.

Let $f(u)$ be a convex function satisfying $f(1)=0$. Then the similarity between group states on the $T_{1}$-th observation period and those on the $T_{2}$-th observation period is defined as

$$
\begin{equation*}
D_{f}\left(T_{1}, T_{2}\right)=\sum_{i=1}^{N} p_{i}\left(T_{1}\right) f\left(\frac{p_{i}\left(T_{2}\right)}{p_{i}\left(T_{1}\right)}\right) \tag{5}
\end{equation*}
$$

As an alternative divergence the Jensen-Shannon divergence [18] can be adopted.

$$
\begin{equation*}
J S\left(T_{1}, T_{2}\right)=-\sum_{i=1}^{N} \frac{p_{i}\left(T_{1}\right)+p_{i}\left(T_{2}\right)}{2} \log \frac{p_{i}\left(T_{1}\right)+p_{i}\left(T_{2}\right)}{2}-\frac{1}{2} \sum_{k=1}^{2} S\left(T_{k}\right) \tag{6}
\end{equation*}
$$

One has $J S\left(T_{1}, T_{2}\right) \geq 0$ and $J S\left(T_{1}, T_{2}\right)=0$ if and only if $p_{i}\left(T_{1}\right)=p_{i}\left(T_{2}\right)$ for any $i$.

## 4 Empirical Analysis

In this section I show results of empirical analysis by means of the proposed methods with high resolution data of the foreign exchange market. The analysis is conducted by using high-resolution data collected by ICAP EBS platform (ICAP EBS Data Mine Level 1.0) [19]. In the exchangeable currency pairs consisting of 24 currencies and five precious metals, ${ }^{1} 47$ kinds of currencies pairs ${ }^{2}$ are included in

[^2]

Fig. 2 Network illustrations of the number of quotation activities from 1:40 to 1:44 (UTC) on 7th July 2009. A node (the number in each node shows the number of quotations/transactions) represents currency and a weighted link represents the flow of each currency pair
the data set with 1-s resolution during a period from June 2008 to December 2009. ${ }^{3}$ Figure 2 shows weighted network illustration visualizing the number of quotations for each currency pair within 1-min over the whole market. Nodes represent currencies, and weighted links between two kinds of currencies the number of quotations (left) and transactions (right). It is found that the activities of quotations temporally

[^3]vary and several characteristic patterns. It is further confirmed that there are several thick links connected with USD, EUR, GBP, and JPY called major currencies or hard currencies and that precious metals (XAU and XPT) have a connection with only USD.

The relative occurrence rates of quotations and transactions are counted for each week. Since the relative occurrence rates of transactions have been triennially reported by BIS [20], the usefulness of this quantity has been widely recognized in international finance. Emergence of ICT allows us to obtain the high-resolution shares for currencies and currency pairs. This technological advantage is able to improve our perceptual resolution.

Suppose one can observe quotations/transactions about the $i$-th currency and the $j$-th currency and count their arrival of quotations or occurrence of transactions for each currency pair on a brokerage system with an interval of $\Delta(>0)$. The quotation/transaction activity is defined as the number of quotations/transactions which market participants enter into the electronic broking system per $\Delta$. We define $f_{i j}(t ; T)$ as the quotation activities between the $i$-th currency and $j$-th currency $(i, j=1,2, \ldots, N)$ in $[(T S+t) \Delta,((T S+t+1) \Delta))(t=0,1, \ldots, S-1)$ on the $T$-th observation period. In this analysis we adopt the definition that the activities should be counted in symmetric way $f_{i j}(t, T)=f_{j i}(t, T)$ and assume the condition that there is no self-dealing $f_{i i}(t, T)=0$. Then the density of quotations between the $i$-th currency and $j$-th currency can be estimated as

$$
\begin{equation*}
A_{i j}(T)=\frac{\sum_{t=0}^{S-1} f_{i j}(t, T)}{\sum_{t=0}^{S-1} \sum_{i=1}^{N} \sum_{j=1}^{N} f_{i j}(t, T)} \tag{7}
\end{equation*}
$$

Obviously it has probabilistic properties, so that, $\sum_{i=1}^{N} \sum_{j=1}^{N} A_{i j}(T)=1, A_{i i}(T)=0$, and $0 \leq A_{i j}(T) \leq 1$.

Under the assumption that the attention of market participants to the exchangeable currency pairs can be approximated as the centrality of currency pairs, $A_{i j}(T)$ can be empirically estimated by using quotation/transaction frequencies calculated from high-resolution data without knowledge on network structure of market participants. The reason why the centrality is adopted in order to quantify the attention of market participant is because currency pairs (currencies) which are quoted/traded by many participants are focused by many participants. Moreover relative occurrence rates of the $i$-th currency on the $T$-th observation period are defined as

$$
\begin{equation*}
K_{i}(T)=\sum_{j=1}^{N} A_{i j}(T) \tag{8}
\end{equation*}
$$

where it has also probabilistic properties, so that, $\sum_{i=1}^{N} K_{i}(T)=1$ and $0 \leq K_{i}(T) \leq 1$.

Since both $A_{i j}(T)$ and $K_{i}(T)$ may be regarded as fingerprints representing the market states on the observation period $T$, their shape may describe market states at $T$. Furthermore since they are probability distributions from their definition, the similarity between them can be evaluated by means of several kinds of informationtheoretical divergences.

In order to estimate a total diversification of quotation/transaction activities in a financial market one can adopt the normalized Shannon entropy of the centralities [21] for currencies/currency-pairs defined as

$$
\begin{gather*}
H_{c p}(T)=-\frac{\sum_{i=1}^{N} \sum_{j=1}^{N} A_{i j}(T) \log A_{i j}(T)}{\log N(N-1)},  \tag{9}\\
H_{c}(T)=-\frac{\sum_{j=1}^{N} K_{j}(T) \log K_{j}(T)}{\log N} . \tag{10}
\end{gather*}
$$

If one currency-pair (currency) is exclusively traded then $H_{c p}(T)\left(H_{c}(T)\right)$ takes the minimum value 0 . Contrarily every currency-pair (currency) is equivalently traded then $H_{c p}(T)\left(H_{c}(T)\right)$ takes the maximum value 1. Therefore $H_{c p}(T)\left(H_{c}(T)\right)$ can be one of candidates to measure monopolization of currency-pairs (currencies) in the foreign exchange market.

Then the similarity between market states on the $T_{1}$-th observation period and those on the $T_{2}$-th observation period is defined as

$$
\begin{align*}
D_{c p}^{(f)}\left(T_{1}, T_{2}\right)= & \sum_{i=1}^{N} \sum_{j=1}^{N} A_{i j}\left(T_{1}\right) f\left(\frac{A_{i j}\left(T_{2}\right)}{A_{i j}\left(T_{1}\right)}\right),  \tag{11}\\
D_{c}^{(f)}\left(T_{1}, T_{2}\right) & =\sum_{i=1}^{N} K_{i}\left(T_{1}\right) f\left(\frac{K_{i}\left(T_{2}\right)}{K_{i}\left(T_{1}\right)}\right) . \tag{12}
\end{align*}
$$

Then they have the following properties:

$$
\begin{align*}
& D_{c p}^{(f)}\left(T_{1}, T_{2}\right) \geq 0  \tag{13}\\
& D_{c p}^{(f)}\left(T_{1}, T_{2}\right)=0 \text { iff } A_{i j}\left(T_{1}\right)=A_{i j}\left(T_{2}\right) \forall i, j  \tag{14}\\
& D_{c}^{(f)}\left(T_{1}, T_{2}\right) \geq 0  \tag{15}\\
& D_{c}^{(f)}\left(T_{1}, T_{2}\right)=0 \text { iff } K_{i}\left(T_{1}\right)=K_{i}\left(T_{2}\right) \forall i . \tag{16}
\end{align*}
$$

If we choose $f(u)=-\log u$, then they give the Kullback-Leibler divergence

$$
\begin{align*}
D_{c p}^{(K L)}\left(T_{1}, T_{2}\right) & =\sum_{i=1}^{N} \sum_{j=1}^{N} A_{i j}\left(T_{1}\right) \log \frac{A_{i j}\left(T_{1}\right)}{A_{i j}\left(T_{2}\right)},  \tag{17}\\
D_{c}^{(K L)}\left(T_{1}, T_{2}\right) & =\sum_{i=1}^{N} K_{i}\left(T_{1}\right) \log \frac{K_{i}\left(T_{1}\right)}{K_{i}\left(T_{2}\right)} . \tag{18}
\end{align*}
$$

As an alternative symmetric divergence the Jensen-Shannon divergence was introduced [22]. They are defined as

$$
\begin{align*}
& D_{c p}^{(J S)}\left(T_{1}, T_{2}\right)=H_{A}\left(\frac{1}{2} \sum_{k=1}^{2} A_{i j}\left(T_{k}\right)\right)-\frac{1}{2} \sum_{k=1}^{2} H_{A}\left(A_{i j}\left(T_{k}\right)\right),  \tag{19}\\
& D_{c}^{(J S)}\left(T_{1}, T_{2}\right)=H_{K}\left(\frac{1}{2} \sum_{k=1}^{2} K_{i}\left(T_{k}\right)\right)-\frac{1}{2} \sum_{k=1}^{2} H_{K}\left(K_{i}\left(T_{k}\right)\right), \tag{20}
\end{align*}
$$

where $H_{A}\left(A_{i j}\right)$ and $H_{K}\left(K_{i}\right)$ are respectively denoted as the Shannon entropies defined as

$$
\begin{align*}
& H_{A}\left(A_{i j}\right)=-\sum_{i=1}^{N} \sum_{j=1}^{N} A_{i j} \log A_{i j},  \tag{21}\\
& H_{K}\left(K_{i}\right)=-\sum_{i=1}^{N} K_{i} \log K_{i} . \tag{22}
\end{align*}
$$

From (19) and (20) we can confirm that they have the following properties:

$$
\begin{align*}
& D_{c p}^{(J S)}\left(T_{1}, T_{2}\right)=D_{c p}^{(J S)}\left(T_{2}, T_{1}\right),  \tag{23}\\
& D_{c p}^{(J S)}\left(T_{1}, T_{2}\right) \geq 0,  \tag{24}\\
& D_{c p}^{(J S)}\left(T_{1}, T_{2}\right)=0 \text { iff } A_{i j}\left(T_{1}\right)=A_{i j}\left(T_{2}\right) \forall i, j,  \tag{25}\\
& D_{c}^{(J S)}\left(T_{1}, T_{2}\right)=D_{c}^{(J S)}\left(T_{2}, T_{1}\right),  \tag{26}\\
& D_{c}^{(J S)}\left(T_{1}, T_{2}\right) \geq 0,  \tag{27}\\
& D_{c}^{(J S)}\left(T_{1}, T_{2}\right)=0 \text { iff } K_{i}\left(T_{1}\right)=K_{i}\left(T_{2}\right) \forall i . \tag{28}
\end{align*}
$$

Figure 3 shows the normalized Shannon entropies of quotation activities for currency pairs and for currencies, and of transaction activities for currency pairs and currencies for each week. The normalized Shannon entropies obtained from the number of quotations changed around the week beginning from 21st July 2008, from 15th December 2008, 23rd February 2009. Since larger values of the normalized Shannon entropies indicate multi-poly states of currency exchange, these values of quotations for a period from August 2008 to February 2008 and for a period from August 2009 seem to show that during these periods different kinds of currencies are quoted more equally than during the other periods. The normalized Shannon entropies computed from the number of transactions changed around the week beginning from 10th November 2008, from 22th December 2008, and from 9th March 2009. The values of quotations are more sensitive than the values of transactions since they are more volatile than ones of transactions. Since the transactions proceed out of the quotations, changes of quotations may be regarded as an indicative signs. The first peaked values of quotations around August 2008 coincides with the start of the latest global financial crisis, the second peak around the end of 2008 may correspond to infectious banking turmoil triggered by global financial crisis, the rapid decrease of February 2009 shows the termination of global financial turmoil due to rescue package of G20. Phases of the foreign exchange market seem


Fig. 3 The normalized Shannon entropies of quotation activities (P) and transaction occurrences (D) for currency pairs (cp) and currencies (c) for a period between June 2008 and December 2009. $\left(H_{c p}(\mathrm{P})\right)$ and currencies $\left(H_{c}(\mathrm{P})\right)$, and of transaction activities for currency pairs $\left(H_{c p}(\mathrm{D})\right)$ and currencies $\left(H_{c}(\mathrm{D})\right)$
to drastically change from August 2009 since the values rapidly increase and maintained until November 2009.

The similarity of market states between two observation periods is computed for each week. The Jensen-Shannon divergence is employed in order to compute similarities since it has resistance characteristic for zero probabilities.

Figures 4 and 5 show similarities calculated from (19) (left) and (20) (right) for the numbers of quotations, and those calculated from (19) (left) and (20) (right) for the numbers of transactions, respectively. A color on each pixel shows a magnitude of similarity of shares between 2 weeks. A black pixel shows that the distribution of quotations on a horizontal week is similar to one on a vertical week.

On the basis of quotation activities it is found that the shares of currency pairs show drastic changes around the week beginning from 21st July 2008, from 29th September 2008, from 1st December 2008, from 16th February 2009, and from 1st August 2009. Furthermore it is found that the states during a period from 14th July 2008 to 23rd February 2009 are different from other periods. This period corresponds to the period when the normalized Shannon entropies for currency pairs and currencies remained larger values than before 14th July 2008 and after 23rd February 2009 (see Figs. 4 and 5). It is confirmed that the states before 14th July 2008 and those after 23rd February 2009 were very similar from Fig. 3.

The transaction activities for currency pairs slightly differ from their quotation activities. From Fig. 5 the situations of the week beginning from 8th September 2008, the weeks from 15th December 2008 to 29th December 2008, the weeks from


Fig. 4 The similarities of market states between observation periods based on activities of currency pairs (left) and of currencies (right) computed from quotations. The black pixel represents a similar relation, and the white pixel represents a dissimilar relation


Fig. 5 The similarities of market states between observation periods based on activities of currency pairs (left) and of currencies (right) computed from transactions. The black pixel represents a similar relation, and the white pixel represents a dissimilar relation

9th March 2009 to 23rd March 2009, and the week beginning from 4th May 2009 are slightly different from other weeks. Specifically it is found that the transaction activities show drastic changes around the week beginning from 29th September 2008, from 25th December 2008, from 9th March 2009, and from 4th May 2009. The transaction activities for currencies show drastic changes at the week beginning from 6th October 2008, the week 24th November 2008, the weeks from 15th December 2008 to 29th December 2008, the week 4th May 2009, and the week

7th September 2009. It is found that these periods are confirmed from the normalized Shannon entropies for transaction activities on the basis of the changes of $H_{c p}$ (D) and $H_{c}(\mathrm{D})$ as shown in Fig. 4.

These peculiar periods detected throughout the empirical analysis on similarity of shares between pairwise weeks almost correspond to the beginning of the global financial crisis, stimuli by emergency economic package of G20 countries, and the end of the global financial crisis in March 2009, respectively.

Since the values of similarity computed from quotation activities during a period before June 2008 are not different from those during a period from May 2009 to July 2009 as shown in Fig. 4, shares of quotations seemed to be equal during these periods. However the values of similarity after August 2009 are different from ones during any periods. This may lead to that from August 2009 the foreign exchange market entered into new stage where none has experienced during a period from June 2008 to August 2009.

## 5 Conclusions

I proposed a method to quantify the total states of human society based on relative frequencies calculated from group activities. I conducted empirical analysis by means of the proposed method with a vast amount of data on quotations and transactions in the foreign exchange market. It was found that drastic changes of participant distributions frequently occur on the foreign exchange market during the period between July 2008 and August 2009. The uncertainty of quotation/transaction activities were measured based on the normalized Shannon entropy of the relative occurrence rates. Furthermore the method to quantify the similarity of market states between two observation periods by using their Jensen-Shannon divergence was proposed. It was confirmed that the drastic changes of the normalized Shannon entropy and the Jensen-Shannon divergence coincided with important events of the latest global financial crisis. It is concluded that the changes of quoted/traded shares of currencies in the foreign exchange market can be an important indicator of global economy.

The proposed methodology is workable if comprehensive data on human activities within groups are obtained. It can further measure states of societies whilst protecting personal privacy rights as fundamental human rights, since they do not need any personal information.

In my opinion, one of the most prominent directions of studies on human society is to develop a methodology to realize fair trade-off between public utility and personal privacy. From a comprehensive point of view we should try to tackle massive amounts of data by means of vast amounts of computations. The holistic point of view will be able to provide us with precious insights on the states of affairs which are derived from chance and necessity of our society whilst protecting our personal privacy. Such kinds of measurement systems will be part of our infrastructure in the era of information explosion.
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# Examining the Effects of Traders' Overconfidence on Market Behavior 

Chia-Hsuan Yeh and Chun-Yi Yang


#### Abstract

Much attention has been paid in the past decade to how traders' psychological factors affect market properties. Overconfidence is one of most important characteristics of traders. Under an agent-based modeling framework, this paper examines how traders' overconfidence affects market properties. The preliminary results have shown that overconfidence increases market volatility, price distortion, and trading volume. Some stylized facts such as the fat-tail of the return distribution and volatility clustering would be more evident.
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## 1 Introduction

It is well-known that modern financial economic theory relies heavily on the assumption that the representative agent in the market behaves rationally and has rational expectations. Under this assumption, it is shown that asset prices fully reflect all available information and always reflect their intrinsic value. In this situation, future price movements cannot be predicted on the basis of past information. Any financial regulation imposed on the market should generate no substantial effects but result in delayed revelation of the information. Milton Friedman is one of the strongest advocates for supporting the rational expectations approach.

Examining the efficiency of real financial markets has been an interesting topic in the past three decades. Many studies have questioned the validity of the efficient market hypothesis (EMH) in real financial markets and have provided the theoretical foundations or empirical evidence to show the existence of market inefficiency. De Long et al. [9] point out that noise traders may survive in the long run and exert an impact on price dynamics. Kogan et al. [13] further indicate that irrational traders can persistently maintain a large impact even though their relative wealth

[^4]becomes quite small. Lo and MacKinlay [14], Campbell and Shiller [4], Brock et al. [3], and Neely et al. [15] all find evidence of predictability and profitability in financial markets. In addition, the increasing empirical evidence has indicated that traditional asset pricing models such as the capital asset pricing model (CAPM), arbitrage pricing theory (APT), and intertemporal capital asset pricing model are unable to provide explanations regarding the stylized facts. Financial markets usually experience several anomalies, such as event-based return predictability, short-term momentum, long-term reversal, and high volatility of asset prices relative to fundamentals where bubbles and crashes never cease. These phenomena cannot be purely explained by the changes in fundamentals. Given these findings, it is reasonable to reexamine the theory of finance based on imperfect rationality.

Actually, studying economics and finance from the perspective of imperfective rationality has both theoretical and empirical foundations. The reason for economists holding the assumption of rational expectations is that economic systems without this restriction may produce numerous outcomes so that prediction is impossible. Simon [18] argues that agents possess imperfect information or knowledge regarding the environment and that they also have limited ability in processing information. Therefore, bounded rationality is a more reasonable and more appropriate description regarding agents' behavior than perfect rationality. The empirical evidence from cognitive psychology also supports the view that agents do not behave rationally. As mentioned in [12], traders in financial markets exhibit several phenomena that deviate from perfect rationality such as overreaction toward salient news, underreaction toward less salient news, anchoring, loss aversion, mental accounting, herding, and overconfidence.

In the past two decades, research studies devoted to financial economics have considered models that deviate from full rationality. One branch focuses on the effects of noise traders, e.g. [6-9, 17]. Their findings have demonstrated that the presence of noise traders can generate substantial effects which are quite different from those observed in the market populated by rational traders alone. The other branch focuses on the consequences resulting from traders' psychological biases. This line of research has been an important issue in the field of behavioral finance. Actually, the importance of this research trend that takes the behavioral characteristics into account has been noticed. As mentioned in [10]:

> Finally, given the demonstrated ingenuity of the theory branch of finance, and given the long litany of apparent judgment biases unearthed by cognitive psychologists ([5]), it is safe to predict that we will soon see a menu of behavioral models that can be mixed and matched to explain specific anomalies. (p. 291)

DeBondt and Thaler [5] state that perhaps the most robust finding in the psychology of judgment is that people are overconfident. In [19], it is pointed out that traders' overconfidence may be due to an "anchoring and adjustment" process. The anchor has a major influence so that the adjustment is usually insufficient. Therefore, traders have tight subjective probability distributions. This phenomenon is also evidenced in the empirical literature on judgment under uncertainty. Benos [2] then believes that selection and survivorship biases may also be sources of overconfidence and successful traders usually overestimate their own contribution to their success. Such a reasoning is supported by the attribution theory, e.g. [1], which
describes that individuals usually attribute outcomes that support the validity of their decisions to high ability, and outcomes that are inconsistent with the decisions to external noise.

However, theoretical results rely heavily on specific assumptions regarding the characteristics of traders as well as the market environments, and the information structures. Since many factors are involved, and traders' behavior may generate externalities on others, there would be a clearer and more concrete picture regarding the effects of traders' psychological biases if a heterogeneous-agent framework were to be employed. In fact, Hirshleifer [12] mentions that:

The great missing chapter in asset-pricing theory, I believe, is a model of the social process by which people form and transmit ideas about markets and securities. (p. 1577)

Under a well-controlled heterogeneous-agent environment where traders' psychological factors are considered, we are able to examine the market phenomena from the perspective of a micro-foundation. However, such a framework would be too complicated so that analytical results would be difficult to derive. Therefore, a simulated framework composed of many heterogeneous and bounded-rational traders whose learning behavior is appropriately represented would be a better architecture. In this paper, we provide an agent-based artificial financial market to examine the effects of traders' overconfidence on several stylized facts such as volatility clustering and fat tails for the return series.

The remainder of this paper is organized as follows. The basic framework of the model which includes the market environment, the traders' learning behavior, and the mechanism of price determination are described in Sect. 2. Section 3 presents the simulation design and the results. Section 4 concludes.

## 2 The Model

### 2.1 Market Structure

The basic framework of the artificial stock market considered in this paper is the standard asset pricing model with many heterogeneous traders. All traders are characterized by bounded rationality in which they are equipped with adaptive learning behavior represented by the genetic programming (GP) algorithm. In the framework of GP, traders are freely allowed to form various types of forecasting functions which may be fundamental-like or technical-like rules in different time periods.

Our framework is very similar to that used in [21]. However, to calibrate the model so that it is able to fit different time horizons of real financial markets, we follow the design proposed in [11].

Consider an economy with two assets. One is the risk free asset called money which is perfectly elastically supplied. Its gross return is $R=1+r / K$, where $r$ is a constant interest rate per annum and $K$ represents the trading frequency measured over 1 year. For example, $K=1,12,52$, and 250 stand for the trading periods of a year, month, week, and day, respectively. The other asset is a stock with a stochastic
dividend process $\left(D_{t}\right)$ not known to traders. The trader $i$ 's wealth at $t+1, W_{i, t+1}$, is given by

$$
\begin{equation*}
W_{i, t+1}=R W_{i, t}+\left(P_{t+1}+D_{t+1}-R P_{t}\right) h_{i, t}, \tag{1}
\end{equation*}
$$

where $P_{t}$ is the price (ex dividend) per share of the stock and $h_{i, t}$ denotes the shares of the stock held by trader $i$ at time $t$. Let $R_{t+1}$ be the excess return at $t+1$, i.e. $P_{t+1}+D_{t+1}-R P_{t}$, and $E_{i, t}(\cdot)$ and $V_{i, t}(\cdot)$ are the forecasts of trader $i$ regarding the conditional expectation and variance at $t+1$ given his information up to $t$ (the information set $I_{i, t}$ ), respectively. Then we have

$$
\begin{align*}
& E_{i, t}\left(W_{t+1}\right)=R W_{i, t}+E_{i, t}\left(P_{t+1}+D_{t+1}-R P_{t}\right) h_{i, t}=R W_{i, t}+E_{i, t}\left(R_{t+1}\right) h_{i, t},  \tag{2}\\
& V_{i, t}\left(W_{t+1}\right)=h_{i, t}^{2} V_{i, t}\left(P_{t+1}+D_{t+1}-R P_{t}\right)=h_{i, t}^{2} V_{i, t}\left(R_{t+1}\right), \tag{3}
\end{align*}
$$

Assume that all traders follow the same constant absolute risk aversion (CARA) utility function, i.e. $U\left(W_{i, t}\right)=-\exp \left(-\lambda W_{i, t}\right)$, where $\lambda$ is the degree of absolute risk aversion. At the beginning of each period, each trader myopically maximizes the one-period expected utility function subject to (1). Therefore, trader $i$ 's optimal share of stock holding, $h_{i, t}^{*}$, solves

$$
\begin{equation*}
\max _{h}\left\{E_{i, t}\left(W_{t+1}\right)-\frac{\lambda}{2} V_{i, t}\left(W_{t+1}\right)\right\}, \tag{4}
\end{equation*}
$$

that is,

$$
\begin{equation*}
h_{i, t}^{*}=\frac{E_{i, t}\left(R_{t+1}\right)}{\lambda V_{i, t}\left(R_{t+1}\right)} . \tag{5}
\end{equation*}
$$

If it is supposed that the current stock holding for trader $i$ is at the optimal level, i.e. $h_{i, t}^{*}=h_{i, t}$, then the trader's reservation price, $P_{i}^{\Re}$, can be derived.

$$
\begin{equation*}
P_{i}^{\Re}=\frac{E_{i, t}\left(P_{t+1}+D_{t+1}\right)-\lambda h_{i, t} V_{i, t}\left(R_{t+1}\right)}{R} . \tag{6}
\end{equation*}
$$

### 2.2 Learning of Traders

According to (6), it is shown that traders' reservation prices rely on their conditional expectations and variances. We adopt the functional form for $E_{i, t}(\cdot)$ :

$$
E_{i, t}\left(P_{t+1}+D_{t+1}\right)= \begin{cases}\left(P_{t}+D_{t}\right)\left[1+\theta_{0} \tanh \left(\frac{\ln \left(1+f_{i, t}\right)}{\omega}\right)\right] & \text { if } f_{i, t} \geq 0.0  \tag{7}\\ \left(P_{t}+D_{t}\right)\left[1-\theta_{0} \tanh \left(\frac{\ln \left(\left|-1+f_{i, t}\right|\right)}{\omega}\right)\right] & \text { if } f_{i, t}<0.0\end{cases}
$$

where $f_{i, t}$ is evolved using GP based on $I_{i, t} .{ }^{1}$

[^5]The modeling of traders' conditional variances also plays an important role. Let $\sigma_{i, t}^{2}$ denote $V_{i, t}\left(R_{t+1}\right)$. Here we consider the following form of the conditional variance:

$$
\begin{equation*}
\sigma_{i, t}^{2}=\left(1-\theta_{1}-\theta_{2}\right) \sigma_{i, t-1}^{2}+\theta_{1}\left(P_{t}+D_{t}-u_{t-1}\right)^{2}+\theta_{2}\left[\left(P_{t}+D_{t}\right)-E_{i, t-1}\left(P_{t}+D_{t}\right)\right]^{2} \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{t}=\left(1-\theta_{1}\right) u_{t-1}+\theta_{1}\left(P_{t}+D_{t}\right) . \tag{9}
\end{equation*}
$$

Traders update their own estimated conditional variance of the active rule at the end of each period.

Each trader's overconfidence level is modeled as the degree of underestimation about the conditional variance. Therefore, the conditional variance shown in (8), $\sigma_{i, t}^{2}$, is replaced by $\Omega_{i, t}^{2}$ :

$$
\begin{equation*}
\Omega_{i, t}^{2}=\gamma(t) \sigma_{i, t}^{2}, \tag{10}
\end{equation*}
$$

where

$$
\gamma(t)= \begin{cases}\gamma_{1}, & \text { if profit }>0  \tag{11}\\ \gamma_{2}, & \text { if profit }<0 \\ 1, & \text { if profit }=0\end{cases}
$$

and profit is defined by $W_{i, t}-W_{i, t-1}$ which measures the performance of the trader $i$ 's investment profile, the allocation of both the risky and the risk-free assets. The values of $\gamma_{1}\left(\gamma_{2}\right)$ should be smaller (greater) than 1 , and $\left|1-\gamma_{1}\right|>\left|\gamma_{2}-1\right|$. The last condition is used to model the behavior of biased self-attribution.

Each trader possesses several models, say $N_{I}$, which are represented by GP. The performance of each forecasting model is indicated by the value of strength which is defined by

$$
\begin{equation*}
s_{i, j, t}=-\Omega_{i, j, t}^{2}, \tag{12}
\end{equation*}
$$

where $\mathrm{s}_{i, j, t}$ is the strength of the $j$ th model for trader $i$ in period $t$. Traders learn to make better forecasts through an adaptation process that abandons the model with the poorest performance and generates a new one by means of an evolutionary process devised in GP. The evolutionary process takes place every $N_{E C}$ period (evolutionary cycle) for each trader asynchronously. Traders' learning works as follows. At the beginning of each evolutionary cycle, each trader randomly chooses $N_{T}$ out of $N_{I}$ models. The one with the highest strength value is selected as the model he uses in these periods of this evolutionary cycle. At the end of each evolutionary cycle, the model with the lowest strength is replaced by the model which is created by means of crossover, mutation, or immigration.

A simplified double auction (DA) is employed as the trading mechanism. Each period is decomposed into $N_{R}$ rounds. At the beginning of each round, a new random permutation of all traders is performed to determine the order of their bid and ask.

Each trader, based on his own reservation price and current best bid or ask, makes a decision regarding his offer. If a bid (ask) exists, any subsequent bid (ask) must be higher (lower) than the current one. For the sake of simplicity, only a fixed amount of stock $(\Delta h)$ is traded in each transaction. The last transaction price (closing price) in each period is recorded as the market price for this period. ${ }^{2}$

## 3 Simulations

One of the reasons why the results obtained in an agent-based financial market model may be convincing has to do with whether or not the model can replicate the stylized facts. The basic statistical properties of the Dow Jones Industrial Average Index (DJIA), Nasdaq Composite Index, and the S\&P 500 are summarized in Table 1. The third and fourth columns show the minimum and maximum returns in percentage terms, respectively. The market volatility in terms of the average of absolute returns is described in the fifth column. The sixth column is the kurtosis $K$. It is evident that the kurtosis of all markets is greater than 3, which is an indication of fat tails. The tail index $\alpha$ which is a more reliable estimator of a fat tail is presented in the seventh column. The $\alpha$ value is obtained based on $5 \%$ of the largest observations. The smaller that the $\alpha$ value is, the fatter the tail is. The Hurst exponent is employed to examine whether a time series follows a random walk or whether it possesses underlying trends. The value of the Hurst exponent $(H)$ lies between 0 and 1. A random series has the value of 0.5 , while $0.5<H<1$ $(0<H<0.5)$ implies a time series with persistence (anti-persistence). The Hurst exponents of the raw returns and absolute returns are shown in the last two columns, respectively. In Table 1, the raw return series of all markets are close to the random series. By contrast, the absolute return series exhibit strong signs of volatility clustering. These phenomena can be also observed in Fig. 1 which displays the basic properties of the Nasdaq. Figure 1 is the time series plot during 1972-2007. The distribution of the returns is presented in the third panel of Fig. 1 in which the black curve is the normal distribution with the same variance. It is clear that the return distribution of the Nasdaq possesses higher probabilities around the mean and the tails than those of the normal distribution. In addition, at the 5\% significance level,

Table 1 Stylized facts of financial markets

| Series | Period | $r_{\min }$ | $r_{\max }$ | $\|r\|$ | $K$ | $\alpha$ | $H_{r}$ | $H_{\|r\|}$ |
| :--- | :--- | :--- | ---: | :--- | :--- | :--- | :--- | :--- |
| DJIA | $1972-2007$ | -29.22 | 9.21 | 0.72 | 77.03 | 4.25 | 0.53 | 0.96 |
| Nasdaq | $1972-2007$ | -12.80 | 12.41 | 0.79 | 13.53 | 3.39 | 0.57 | 0.97 |
| S\&P 500 | $1972-2007$ | -25.73 | 8.34 | 0.70 | 53.96 | 4.69 | 0.53 | 0.97 |

[^6]

Fig. 1 Time series properties of Nasdaq
the insignificant autocorrelation features of the raw returns for most lag periods and the significant autocorrelation features of the absolute returns are exhibited in the last two panels.

To calibrate the model for mimicking the stylized facts of the daily data in the financial markets observed in Table 1 and Fig. 1, we adopt the same setup as [11]. The annual interest rate $r$ is set as $5 \%$, i.e. the daily interest rate $r_{d}=0.05 / 250=$ $0.02 \%$. The daily dividend process is assumed to follow a normal distribution with mean $\bar{D}=0.02$ and variance $\sigma_{D}^{2}=0.004$. The other parameters used in this model are shown in Table 2. Under full information and homogeneous expectations, the homogeneous REE price is given below

$$
\begin{equation*}
P_{f}=\frac{1}{R-1}\left(\bar{D}-\lambda \sigma_{D}^{2} h\right) \tag{13}
\end{equation*}
$$

where $h$ is the average of the shares of the stock for each trader. Therefore, the fundamental price is 90.0 . Short selling and buying on margin are prohibited.

Table 2 Parameters for simulations

The stock market
Shares of the stock ( $h$ ) for each trader Initial money supply for each trader Interest rate $\left(r, r_{d}\right)$ Stochastic process $\left(D_{t}\right)$ Amount for each trade ( $\Delta h$ )
Maximum shares of stock holding
Number of rounds for each period $\left(N_{R}\right) \quad 50$
Number of periods $\left(N_{P}\right) \quad 20,000$
Traders
Number of traders $(N) \quad 100$
Number of strategies for each trader $\left(N_{I}\right) \quad 20$
Tournament size $\left(N_{T}\right) \quad 5$
Evolutionary cycle $\left(N_{E C}\right) \quad 5$
$\lambda \quad 0.5$
$\theta_{0} \quad 0.5$
$\omega \quad 15$
$\theta_{1} \quad 0.01$
$\theta_{2} \quad 0.001$
$\gamma_{1} \quad 0.99$
$\gamma_{2} \quad 1.005$
Parameters of genetic programming
Function set

Terminal set
Selection scheme
Tournament size
Probability of creating a tree by immigration 0.1
Probability of creating a tree by crossover 0.7
Probability of creating a tree by mutation 0.2

Table 3 Statistical properties of the calibrated model

|  | $r_{\min }$ | $r_{\max }$ | $\|r\|$ | $P_{D}$ | $K$ | $V$ | $\sigma_{V}$ | $\alpha$ | $H_{r}$ | $H_{\|r\|}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Minimum | -13.85 | 11.80 | 0.31 | 21.16 | 18.57 | 157.18 | 18.50 | 1.91 | 0.47 | 0.90 |
| Median | -20.11 | 17.32 | 0.49 | 39.11 | 49.23 | 168.26 | 21.15 | 3.41 | 0.52 | 0.91 |
| Average | -23.38 | 20.76 | 0.50 | 40.56 | 45.33 | 167.81 | 21.56 | 3.38 | 0.52 | 0.92 |
| Maximum | -45.11 | 32.10 | 0.78 | 63.12 | 81.11 | 173.70 | 26.13 | 4.96 | 0.57 | 0.94 |

The information set that each trader uses to form his expectations consists of the stock price and dividend history up to the last five periods.

Table 3 summarizes the basic statistical properties for 20 simulations and Fig. 2 displays the time series properties of a typical run. In comparison with the results obtained in real financial markets, our model fits these stylized facts very well. The fifth, seventh, and eighth columns of Table 3 are the price distortion $\left(P_{D}\right)$, the trading volume and its standard deviation, respectively. Price distortion which measures the degree of price deviation from the fundamental price is defined as

$$
\begin{equation*}
P_{D}=\frac{100}{N_{P}} \sum_{t=1}^{N_{P}}\left|\frac{P_{t}-P_{f}}{P_{f}}\right| \tag{14}
\end{equation*}
$$

Based on the parameters shown in Table 2, we examine the consequences of overconfident traders. Traders' overconfidence is represented by the way in which they underestimate their conditional variances. Each trader's overconfidence level is determined by two parameters, $\gamma_{1}$ and $\gamma_{2}$. In this paper, we choose $\gamma_{1}=0.99$ and $\gamma_{2}=1.005$. The results of 20 simulation runs are presented in Table 4, and the time series properties of a typical run are plotted in Fig. 3.

For most of the runs, our simulated market with overconfident traders still provides a good fit of the stylized facts. For example, the return distribution displays the property of a fat-tail. The autocorrelation of the raw return series is insignificant and that for the absolute returns is quite significant. Overconfidence makes markets exhibit richer dynamics and stronger characteristics. First, the price dynamics is more volatile and the scale of the bubble and crash is larger. There is no doubt that price distortion would be more serious. In the market without overconfident traders, the median of market volatility is $0.49 \%$. By contrast, it is $1.90 \%$ in the market composed of overconfident traders. Second, from comparing the second panels of Figs. 2 and 3, it is clear that overconfidence results in larger return variation. In Table 3, the median of the minimum (maximum) of returns is $-20.11 \%(17.32 \%)$ among 20 runs, while it is $-47.30 \%$ ( $47.24 \%$ ) when traders are overconfident. Overconfidence also causes more significant volatility clustering. This can be evidenced from the higher autocorrelation of absolute returns. Third, from Tables 3 and 4, we observe that trading volume as well as its volatility increase when traders are overconfident. Basically, our findings confirm the analytical results derived in [2] and [16] where they conclude that overconfidence results in increased price volatility and trading volume. However, our results are obtained based on an environment with many heterogeneous traders. Such an outcome has important implications. First, the


Fig. 2 Time series properties of the calibrated model
usefulness of the agent-based approach is validated. Second, we are able to examine the consequence of overconfident traders under a more realistic framework in which traders are heterogeneous in many respects.

Table 4 Statistical properties of the model with overconfident traders

|  | $r_{\min }$ | $r_{\max }$ | $r \mid$ | $P_{D}$ | $K$ | $V$ | $\sigma_{V}$ | $\alpha$ | $H_{r}$ | $H_{\|r\|}$ |
| :--- | :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :--- |
| Minimum | -16.08 | 19.23 | 0.73 | 45.19 | 9.47 | 161.15 | 30.36 | 1.32 | 0.50 | 0.82 |
| Median | -47.30 | 47.24 | 1.90 | 98.26 | 23.54 | 177.11 | 49.73 | 3.68 | 0.56 | 0.95 |
| Average | -57.95 | 963.36 | 5.97 | 96.28 | 209.09 | 179.81 | 47.52 | 3.60 | 0.59 | 0.93 |
| Maximum | -99.81 | 5400.00 | 32.97 | 127.56 | 1128.09 | 222.91 | 55.00 | 7.10 | 0.77 | 0.97 |



Fig. 3 Time series properties of the model with overconfident traders

## 4 Conclusion

Examining the effects of traders' overconfidence has been an important issue in behavioral finance and cognitive psychology. This paper develops an agent-based artificial financial market which consists of many heterogeneous and bounded-rational traders to examine the impacts of traders' overconfidence on market properties. Traders' learning behavior is modeled by a genetic programming algorithm. In such a framework, we show that the existence of overconfidence results in higher market volatility, price distortion, and trading volume. These results are consistent with those obtained in the theoretical framework. In addition, overconfidence also induces more significant stylized facts. Of course, our results crucially rely on the design of traders' overconfident behavior. Further investigation regarding this issue would be necessary in future studies.
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## Part II

## Financial Forecasting and Investment

# Short Time Correction to Mean Variance Analysis in an Optimized Two-Stock Portfolio 

Wenjin Chen and Kwok Y. Szeto


#### Abstract

The effect of short time correlation in stock prices on a two-stock portfolio under the framework of Mean Variance Analysis is investigated. The theory of Markowitz on portfolio management, based on a long time scale analysis of return and variance, is first optimized over a selection of pair of stocks from the Hang Seng Index and then corrected by the return of short time scales of the stocks. Several choices of short time returns, from 1 to 5 days in the past, are studied. The cumulative return is highest when the returns of the two-stock portfolio in the past 2 days are included in the correction to the "modified Sharpe ratio". The testing data cover the period between Jan 10, 2007 and July 21, 2009 for 24 blue chip stocks from the Hang Seng Index. The strategy is compared to the average return of these 24 stocks as well as to the Hang Seng Index in the same period. We conclude that our strategy has a positive return over most of the days of the testing period, including a very stable positive performance in the period of market crash. The variation of the cumulative return of our strategy is less than both the average returns of the chosen stocks or the Hang Seng Index, thereby providing a portfolio with a smaller risk but still attractive return. This strategy of time dependent mean variance analysis to include both the long and short time scale data appears to be a good investment scheme for conservative investors who prefer stable return even during market downturn.


Keywords Mean variance analysis • Conservative strategy • Portfolio management • Short term correction

## 1 Introduction

Proper resource allocation in the context of financial portfolio management is of continuous interest ever since the seminal work on the mean variance analysis by Markowitz [1] more than 50 years ago. His mathematical analysis for a given set of

[^7]financial time series produces a simple and elegant solution for resource allocation, such as in the fraction of money invested in each constituent stock in the two-stock portfolios by specifying the investment frontier and the risk tolerable by the investor. However, in real practice, one does not have a static picture of the mean nor the variance as they are always time dependent. The topic of resource allocation thus remains active and many works have been published with references to mean variance analysis [2-7]. In real application of portfolio management, the time varying nature of the mean and variance thus requires usage of time series analysis, such as pattern recognition [8, 9], genetic algorithm [10-12], neural network [13], or even fuzzy rule $[14,15]$. However, it will be important to develop a general framework under which various forecasting techniques can be fruitfully applied along with the established theory of mean variance analysis. Since the original theory of Markowitz assumes a known mean, variance, and covariance of the constituent stocks in the multi-stock portfolio. In practice, these quantities can be computed using past data, although the values obtained should be updated on a daily basis. If we consider the inherent time-dependent nature of these quantities, we see that they can be approximated by some constants if we consider them in a sufficiently long time scale, so that the trend of various quantities are basically unaffected by short term fluctuation. This point of view on the importance of long term behavior in resource allocation is in an acute contrast to the point of view on time series forecasting, where the predictive power of a forecast relies heavily on an intelligent data-mining algorithm, applied not on the long or medium term data, but on the news and fluctuation of the market in the past few days. It will be desirable to bring together these two points of view, so that we have a general platform to construct a resource allocation algorithm, with the definition of the long time scale and short time scale given by the user. Although this seems contradictory and difficult, we will provide in this paper a simple connection between these two points of views. Of course, in practice, what we mean by short and long time scale should be based on empirical studies on the selected stocks. The important platform we developed here is to provide a decision mechanism based on time dependent mean variance analysis that involve the two pre-defined time scales.

In a recent work in our group [16], we have investigated a multi-agent system of stock traders, each making a two-stock portfolio using the mean-variance analysis. The results of this work show that there exists portfolio with low risk and high return, in spite of the random nature of the stock price and the unknown mechanism between the price variations of individual stock. Indeed, in all the works on portfolio management involving stocks, a common goal is to pursue high return, low risk and consistent performance. In this paper, the goal is to extend our previous work to take into account the time dependence on our trading strategy, so that the return is high, risk is low, and most important of all, do not incur great loss even in crash. The time dependent nature of our trading strategy also should avoid frequent transaction, as we cannot afford the great loss incurred by the transaction cost in the long run. To meet all these requirements, we design our investment strategy by taking into account the "Sharpe ratio" using mean-variance analysis in the long time scale, as well as the stock price fluctuation in the short term to make a correction factor on the long term analysis.

As in all decision making scheme, we introduce a parameter $G$ which value we can compute and use for the trading decision, such that when $G$ is above a certain critical value, certain action such as selling all stocks will be triggered. In this paper, we set this critical value for G artificially high to avoid frequent transactions that accumulate large loss in the long run, thereby providing a low risk portfolio even during the financial tsunami in 2008. Our investment strategy gives good performance (better than the Hang Seng Index) in a test period between 2007 and 2009, covering both the bull and the bear market, avoiding crash and taking advantage of the recovery. In Sect. 2, we review the investment strategy of two-stock portfolio in the context of Markowitz theory. The optimal resource allocation is time dependent. In Sects. 3 and 4, short term related trading mechanism is introduced. Numerical results are summarized and discussed in Sect. 5.

## 2 Mean-Variance Analysis for the Long Time Scale

We first consider the resource allocation problem of a portfolio consisting of two stocks and cash. Let's denote the expected return $U(t)$ and variance $\operatorname{Var}(t)$ by

$$
\begin{gather*}
U(t)=\frac{1}{\text { Sample Size }} \sum_{k=t-\text { Sample Size }+1}^{t} r(k)  \tag{1}\\
\operatorname{Var}(t)=\frac{1}{\text { Sample Size }-1} \sum_{k=t-\text { Sample Size }+1}^{t}(r(k)-U(t))^{2} \tag{2}
\end{gather*}
$$

where $r(t)=\frac{p(t)-p(t-1)}{p(t-1)}$ is the daily rate of return and $p(t)$ is the daily closing price of the stock. The sample size is chosen to be 50 days, which we consider to be sufficiently long so that the mean and variance are rather smooth function of time. In our study of a two-stock portfolio, the expected return and variance for stock pair $(1,2)$ are given by

$$
\begin{gather*}
U_{12}(t, x)=U_{1}(t) x(t)+U_{2}(t) y(t)  \tag{3}\\
\operatorname{Var}_{12}(t, x)=\operatorname{Var}_{1}(t) x^{2}(t)+\operatorname{Var}_{2}(t) y^{2}(t)+2 \operatorname{Cov}_{12} x(t) \cdot y(t) \tag{4}
\end{gather*}
$$

where $x$ and $y$ are the fraction of the portfolio invested in stock 1 and in stock 2 , respectively. Note that the constraint $x+y=1$, with $x, y \in(0,1)$ implies that these quantities are function of $t$ and $x$ only. The covariance $\operatorname{Cov}_{12}$ of the two stocks is defined as

$$
\begin{equation*}
\operatorname{Cov}_{12}(t)=\frac{1}{\text { Sample Size }} \sum_{k=t-\text { Sample Size }+1}^{t}\left(r_{1}(k)-U_{1}(t)\right)\left(r_{2}(k)-U_{2}(t)\right) \tag{5}
\end{equation*}
$$

while the standard deviation of the two-stock portfolio is expressed as:

$$
\begin{equation*}
\sigma_{12}(t, x)=\sqrt{\operatorname{Var}_{12}(t, x)} \tag{6}
\end{equation*}
$$

To analyze this two-stock portfolio, we make use of a version of the Sharpe ratio defined as:

$$
\begin{equation*}
F_{12}(t, x)=U_{12}(t, x) / \sigma_{12}(t, x) \tag{7}
\end{equation*}
$$

Note that this ratio is a function of $x$, so that we can find its maximum in the range of $x \in(0,1)$. In order to achieve maximum return per unit fluctuation or risk, we maximize $F_{12}(t, x)$ with respect to $x$ and denote this maximum value as $F_{12}^{*}(t)$ and the corresponding resource allocation at $(x(t), y(t))=\left(x^{*}, y^{*}=1-x^{*}\right)$. Note that this resource allocation of the portfolio refers to time $t$ and stock pair (1,2). One may use exhaustive search with preset precision to obtain this value of $\left(x^{*}, 1-x^{*}\right)$ where the maximum of $F_{12}(t, x)$ occurs. In real application, one should use some efficient search algorithm to obtain this time dependent optimal resource allocation value $\left\{x^{*}{ }_{i j}(t) \mid i=1, \ldots N, j>i\right\}$ for all possible pair of stocks.

## 3 Short Term Correction

In the mean-variance analysis described above, we have chosen the sample size of 50 days, corresponding to a rather long period for stock price prediction. In general, the evaluation of the mean and variance is more reliable when the sample size is larger. However, the fluctuation on the short time scale usually has a bigger effect on the stock price on the day of prediction, than the choice of the period that defines the long time scale. To account for this factor, we consider effect of price fluctuation in a 2-day period just before the day of prediction. As this kind of short term price analysis is absent in the above mean-variance analysis, we propose to consider the following renormalization scheme for the time dependent mean variance analysis for long time scale in Sect. 2. We start with our resource allocation vector $(x(t), y(t))=$ $\left(x^{*}, y^{*}\right)$ obtained in the long time scale ( 50 days), and introduce a 2 days correction factor as follow:

$$
\begin{align*}
& r_{12}(t-1)=r_{1}(t-1) x^{*}(t)+r_{2}(t-1) y^{*}(t)  \tag{8}\\
& r_{12}(t-2)=r_{1}(t-2) x^{*}(t)+r_{2}(t-2) y^{*}(t) \tag{9}
\end{align*}
$$

where $r_{12}$ is the estimated profit of the two-stock portfolio for the stock pair $(1,2)$ using the proportion $\left(x^{*}, y^{*}\right)$ determined by long term mean variance analysis at time $t$. We can generalize and incorporate short term correction factor for $n$-days, $r_{12}(t-i)=r_{1}(t-i) x^{*}(t)+r_{2}(t-i) y^{*}(t), i=1, \ldots, n$. For now, we will use only 2 days correction, $r_{12}(t-1)$ and $r_{12}(t-2)$, as reference to reflect the short term trend of the stock price, assuming that during these past 2 days, the portfolio allocation remains unchanged at $\left(x^{*}, y^{*}\right)$. (In our numerical work, we have considered a series of short time scale correction factor, ranging from 1 to 5 days.) This short term correction poses the following decision making process for the trading strategy:

1. Should we change the selected choice of stock pair $(1,2)$ to some other pair of stock?
2. What is the new portfolio allocation, in case of original pair of stock, or the new pair?

We now discuss the decision making process based on the combination of the long term mean-variance analysis and the short term price trend.

## 4 Decision Mechanism

On each trading day, we first calculate for each stock pair $(i, j)$ its best initial "Sharpe ratio", denoted by $F_{i j}^{*}(t)$. This calculation also gives the corresponding resource allocation vector $v_{i j}^{*}(t)=\left(x_{i j}^{*}(t), y_{i j}^{*}(t)=1-x_{i j}^{*}(t)\right)$. Next, we compute for each stock pair its estimated profits for the past 2 days: $r_{i j}(t-1)$ and $r_{i j}(t-2)$ given in (8) and (9). Now, we hypothesize that the short term yield produces a multiplicative correction to the original "Sharpe ratio" $F_{i j}^{*}(t)$ to yield a "renormalized Sharpe ratio" $s_{i j}(t)$ defined by

$$
\begin{equation*}
s_{i j}(t)=F_{i j}^{*}(t) \exp \left\{\prod_{k=1}^{n}\left(\frac{r_{i j}(t-k)}{U_{i j}^{*}(t)}\right)\right\}, \quad n=2 \tag{10}
\end{equation*}
$$

where $U_{i j}^{*}(t) \equiv U_{i j}\left(t, x_{i j}^{*}(t)\right)$. The factor inside the exponential in (10) can be considered as a logarithmic correction to the ratio $s_{i j}(t) / F_{i j}^{*}(t)$ by the price trend in the short term of the past 2 days. The price trend $\left[r_{i j}(t-1), r_{i j}(t-2)\right]$ are themselves normalized by the factor $U_{i j}^{*}(t)$, which is the long term expected return of the stock pair $(i, j)$ provided by mean variance analysis. This renormalized "Sharpe Ratio" incorporates both a long term trend of 50 days and a short term correction of 2 days. In principle, one should consider various combinations of the "long term" and "short term" effects on each of the chosen pair of stocks. Our formulation can be readily generalized to include different length of the two time scales once we define what is long term and short term. We leave this investigation to another paper.

Now a given set of $N$ important stocks provides $M=N(N-1) / 2$ distinct pairs. Thus, we can calculate the renormalized Sharpe ratio $s_{i j}(t)$ for a given pair $(i, j)$ on a given trading day $t$, and obtain a set $\boldsymbol{K}$ of $M$ values of $s_{i j}(t)$. For $M$ sufficiently large, these $M$ values form a distribution function $f(s, t)$ of $s_{i j}(t)$. Let the mean and standard deviation of this $f(s, t)$ distribution be $\bar{s}(t)$ and $\sigma_{s}(t)$. Let the maximum value of the $M$ members in the set $\boldsymbol{K}$ be

$$
\begin{equation*}
G\left(a, b, t, x_{a b}^{*}\right)=\max \left(s_{i j}(t) \mid i=1, \ldots, N ; j<i,\right) \tag{11}
\end{equation*}
$$

Here $(a, b)$ is the pair of stocks that achieve the maximum renormalized Sharpe ratio, which is denoted by $G$. Note that this $G$ is given by (11) for the stock pair $(a, b)$ and the corresponding portfolio allocation vector $v_{a b}^{*}(t)=\left(x_{a b}^{*}(t), y_{a b}^{*}(t)\right)$.

The decision criterion is now given by the critical value with a threshold factor $\theta$

$$
\begin{equation*}
G_{c}(t) \equiv \bar{s}(t)+\theta \sigma_{s}(t) ; \quad \theta=3 \tag{12}
\end{equation*}
$$

- When $G\left(a, b, t, x_{a b}^{*}\right)>G_{c}(t)$, meaning that the switch to the new pair of stocks $(a, b)$ is likely to give a higher "Sharpe ratio", we will change our portfolio from the original to the new pair $(a, b)$. The resource allocation is also set by the new value $v_{a b}^{*}(t)$. Of course, if the stock pair $(a, b)$ is the same as the original stock pair, no action is required. If we do not have any stock, we will use all our cash to buy the stock pair $(a, b)$ with $x_{a b}^{*}(t)$ for stock $a$ and $\left(1-x_{a b}^{*}(t)\right)$ for stock $b$.
- On the other hand, if $G\left(a, b, t, x_{a b}^{*}\right)<G_{c}(t)$, it should be safer to keep cash and we will sell all the stocks we have, or in the case that we only have cash, we only keep cash and no action is required.

In this trading strategy, we have reduced the number of transaction substantially, thereby avoiding the transaction cost that can reduce the return of the portfolio greatly in the long run. Trading action is required only when the optimum "Sharpe ratio" $G\left(a, b, t, x_{a b}^{*}\right)$ is greater than the critical value, $G_{c}(t)$. When we begin our investment with a given cash reserve, we only buy stock and form a portfolio with stock pair $(a, b)$, which has a high return and low risk. As soon as the optimum value $G\left(a, b, t, x_{a b}^{*}\right)$ falls below the critical value $G_{c}(t)$, we will keep cash. Therefore, we expect our trading strategy to yield high profit with low risk some time. When there is no such opportunity, cash is preferred. Thus, our strategy is generally more conservative than many stock portfolios that keep cash less often.

## 5 Simulation Result

To perform numerical test of our theory, we select $24(=N)$ stocks that make up the Hang Seng Index. These stocks were all in the Hang Seng Index during the period between Jan 10, 2007 and July 21, 2009 (Table 1). With these 24 stocks we have a collection of $M=276$ distinct pairs of stocks that can be the candidate of the optimum two-stock portfolio in the context of mean-variance analysis. The initial condition for the simulation is that the portfolio contains only cash. The transaction cost is $0.1 \%$ of the stock price for each selling or buying. We numerically calculate the resource allocation of our money on optimum stock pair over the period of Jan 10, 2007 and July 21, 2009, which consists of 620 days for possible trading.

Table 1 The stocks whose real price data are used in the study

| $0001 . \mathrm{HK}$ | $0002 . \mathrm{HK}$ | $0003 . \mathrm{HK}$ | $0004 . \mathrm{HK}$ | $0005 . \mathrm{HK}$ | $0006 . \mathrm{HK}$ | $0011 . \mathrm{HK}$ | $0012 . \mathrm{HK}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $0013 . \mathrm{HK}$ | $0016 . \mathrm{HK}$ | $0019 . \mathrm{HK}$ | $0023 . \mathrm{HK}$ | $0066 . \mathrm{HK}$ | $0101 . \mathrm{HK}$ | $0144 . \mathrm{HK}$ | $0267 . \mathrm{HK}$ |
| $0291 . \mathrm{HK}$ | $0293 . \mathrm{HK}$ | $0330 . \mathrm{HK}$ | $0494 . \mathrm{HK}$ | $0762 . \mathrm{HK}$ | $0883 . \mathrm{HK}$ | $0941 . \mathrm{HK}$ | $1199 . \mathrm{HK}$ |



Fig. 1 The cumulative return by the proposed trading strategy in comparison with the stock average price variation and the Hang Seng Index over the same period

To have a benchmark test, we also compute the cumulative return for each stock as well as the simple averaged stock price for the 24 stocks,

$$
\begin{equation*}
c_{i}(t)=\sum_{k=0}^{t} r_{i}(k) ; \quad \bar{c}(t)=\frac{1}{N} \sum_{i=1}^{N} c_{i}(t) \tag{13}
\end{equation*}
$$

Here $c_{i}(t)$ is the price for stock $i$ at time $t$ divided by the stock price on the first day. By averaging the stock profit variation in (13), one gets the curve denoted by open squares in Fig. 1.

We also include the Hang Seng Index (which consist other stocks, besides these 24 stocks) in the testing period (open circle). The portfolio cumulative value is calculate by the product of initial portfolio value (set as 1) and the ratio of each day's closing price divided by the closing price of the day before that day, so that at time $t$, the portfolio cumulative value is simply the ratio of the portfolio value at time $t$ to initial portfolio value. The portfolio cumulative value is shown in Fig. 1 by the open triangles.

From Fig. 1, we see that before Sept 04, 2008, the cumulative return, overcoming the $0.1 \%$ transaction cost, does not deviate much from the averaged stock price variation. The return is less than a portfolio that tracks the Hang Seng Index, since we tend to keep cash unless the stock market rises rather sharply. Nevertheless, the return is still impressive, making about $30 \%$ increase in mid 2008 before the tsunami. The shape of the blue curve looks similar to the Hang Seng Index, though with generally less fluctuation. This implies that the proposed strategy can predict the portfolio with above-average return at least in most of the "good" days. Indeed, if our strategy has no intelligence, for example, in the case of a random transaction,
the transaction cost will incur great lost (each day when trading happens, one loses $0.1 \%$, and over a period of 620 days, the loss can be really great). During the months of financial tsunami (September-October 2008), the stock price and Hang Seng Index nosedive while our portfolio strategy is more or less immune to the crash, because we mainly keep cash. Our strategy initiates a timely withdrawal from the stock market, so that large loss is avoided. From November 2008 onward, the cumulative return is growing in pace with the stock price variation, indicating that during that rising period, the strategy can keep up with an early sign of bull market and take profits by investing in pair of good stocks, at a good combination provided by mean variance analysis with two time scales. As a result, the overall performance of this strategy is better than the stock price variation as well as the Hang Seng Index, over the "bad" period. In summary, our investment strategy provides good and stable return in good times, while in the crash period, it keeps cash before the arrival of bad time due to a conservative decision mechanism using short term correction to the traditional long term mean variance analysis. Overall, it is a conservative strategy that can avoid penalty of transaction cost, avoid crash, and provide stable positive return in bull market or the period of recovery.

To further investigate the short term correction of the "Sharpe ratio" expressed in (10), we change the number of days in the short term correction to the "Sharpe ratio". With other conditions the same, the cumulative return as a function of $n$ is shown in Fig. 2.

In Fig. 2, the short term correction length is the number of days considered in the short term correction of the "Sharpe ratio". The zero short term correction length refers to the original long term mean variance analysis. The cumulative return is peaked at 2 days correction, and will decrease with larger $n$. Actually, when $n$ is large, the cumulative return eventually decreases to the long term value of 0 day correction. This is consistent to our formulation since when $n$ is large, we eventually use the long term result and then there should be no more correction to the modified Sharpe ratio.


Fig. 2 Cumulative return as a function of short term correction length


Fig. 3 Histogram of the successive trading days ( $n$ ) with persistent stock price direction

We may understand the dependence of the cumulative return on the length of short term correction by means of a histogram of the successive trading days with persistent stock price direction as shown in Fig. 3 in solid circles. Here, the meaning of persistent stock price direction of $n$ days refers to the consistency in the stock price trend over the past $n$ days. For example, if the stock price are up in the past 2 days, then the number of occurrence of $n(=2)$ days persistent stock price direction will increase by one.

In Fig. 3, the horizontal axis represents the number of successive trading days with persistent averaged stock price direction, and vertical axis represents the frequency of occurrence of different successive trading days with persistent stock price direction. For most of the patterns of stock price in successive trading days, the averaged stock price change its direction from either upward to downward or downward to upward after 1 or 2 days. This means the stock price is auto-correlated within 1 or 2 days. By fitting the histogram curve with exponential decay as shown in Fig. 3 in solid line, we get the characteristic time interval to be 1.5 days. This means that the averaged stock price changes its direction around 1.5 days in most cases. As a result, the cumulative return is largest when we use the appropriate short term correction length. From this analysis of the duration of short term correction, we obtain an optimal short term correction to the modified Sharpe ratio. This argument also demonstrates the way we can introduce short term correction. For our present data analysis for the Hang Seng stocks in Table 1, the short term correction is optimally set to 2 days, a consequence of the highly fluctuating property of the stock price. This method of extracting the best " $n$ " value for usage in (10) for the definition of short time scale is generally applicable to other stock markets. Once this $n$ is defined, we can impose the proper short term correction, while the "long term" analysis is taken to be the 50 days simple moving average. Fine tuning with various moving average may improve the actual results in application, but here we focus on the general theory of connecting the short time scale correction to the long time scale mean variance analysis.

## 6 Conclusion

We proposed a rather conservative strategy of investment using the time dependent mean-variance analysis on a two-stock portfolio. The time dependence covers both the long term aspect of the pair of stocks, as well as the return of the stocks over the past 2 days. The long term aspect is covered by computing the "Sharpe ratio" at time $t$, while the short term stock price return provides a correction factor. The combined effect on the performance of the two-stock portfolio is a modified time dependent "Sharpe ratio". By setting a critical value for the trading threshold, we can avoid loss by placing emphasis on cash and take profit only when there is a clear indication of a pair of stocks with low risk and high return. Numerical simulation of this trading strategy with real data on a set of blue chips in the Hang Seng Index indicates good return on bull market and small loss on bear market. The overall performance of our strategy beats the performance of the chosen set of stocks as well as the Hang Seng Index. This strategy should be suitable for conservative investors.
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# Exchange Rate Forecasting with Hybrid Genetic Algorithms 

Jui-Fang Chang


#### Abstract

In recent years, Artificial Intelligence (AI) methods have proven to be successful tools for forecasting in the sectors of business, finance, medical science and engineering. In this study, we employ a Genetic Algorithm (GA) to select the optimal variable weights in order to predict exchange rates; subsequently, Genetic Algorithms, Particle Swam Optimization (PSO) and Back Propagation Network (BPN) are utilized to construct three models: GA_GA, GA_PSO, GA_BPN to compare results with a traditional regression model. Fundamentally, we expect enhanced variable selection to provide improved forecasting performance. The results of our experiments indicate that the GA_GA model achieves the best forecasting performance and is highly consistent with the actual data.


Keywords Genetic algorithm (GA) • Particle Swam Optimization (PSO) • Back Propagation Network (BPN)

## 1 Introduction

Managers and investors rely on exchange rates as indexes of international market forces, as well as indicators of monetary policies of individual countries. However, accurate forecasting is difficult; moreover, many nations have experienced dramatic changes in the exchange values of their currencies over the past decade or so [1].

Nelly and Weller [2] adopted exchange rates such as US/DM and US/JPY with GA, GARCH and Risk Metrics model to predict the volatility of foreign currency markets. The results show that GA has better performance than GARCH and Risk Metrics, based on standard criteria of performance evaluation, mean square error (MSE), mean absolute error (MAE) and R2. Brandl et al. [3] used the genetic

[^8]algorithm methodology to select explanatory variables used in dynamic regression models to generate the exchange rate forecasts. Using genetic algorithms in the variable selection process is new and overcomes typical problems associated with traditional variable selection procedures. GA methods do not require assumptions about the kind of explanatory variables, the number of explanatory variables, and the length of time series.

Recently, the artificial neural network (ANN) has been successfully applied to forecasting time series in many areas such as business, finance, medical science, engineering, etc. ANN works by imitating biological neural networks; moreover, the Back Propagation Network (BPN) is one of the most representative ANNs. In 1997, Rauscher [4] used the long-term equilibrium function and macroeconomic factors of the Monetary School as input variables of BPN and produced better experimental results than the error correction model (ECM) in predicting exchange rates. Ashok and Amit [5] state that a solution obtained through standard ANN algorithms, such as BPN, suffers from serious drawbacks regarding neuron selection. A hybrid artificial intelligence method was therefore adopted and combined with the GA approach. The results indicate superior performance of the proposed method compared to the traditional non-linear time series techniques and also fixed-geometry ANN models.

Natarajan et al. [6] utilized PSO and BPN to train a neural network, and compared PSO with BPN. The results showed that PSO outperforms BPN. A model proposed by Geethanjali et al. [7] monitors and discriminates among the different operating conditions of power transformers. The PSO technique is used to train the multi-layered feed forward neural networks to discriminate among different operating conditions. These two ANNs were trained using back propagation neural network algorithm (BPN) and the PSO technique; next, the simulated results were compared. A comparison of the simulated results of the above two cases indicates that training the neural network by PSO technique gives more accurate (in terms of sum square error) and also faster (in terms of number of iterations and simulation time) results than BPN. The PSO trained ANN-based differential protection scheme provides faster, more accurate, more secure and reliable results for power transformers.

Some research has taken account of the macroeconomic factors to forecast exchange rates by certain models, including the Purchasing Power Parity [8], Monetary model [9], Interest Rate Parity, Balance of Payment, Portfolio Balance Model [1,10].

In this paper, hybrid models GA_GA, GA_PSO, and GA_BPN have been separately utilized to forecast monthly foreign NT dollar/dollar exchange rates. The GA model is first adopted to provide the optimal variable weights. After selecting the optimal set of variables as the input factors, we use a GA, PSO and BPN model to forecast the future (t period) NT dollar/dollar exchange rate. The detailed comparisons of the proposed method with the GA_GA, GA_PSO, GA_BPN and regression model are also comprised, with criteria of MSE, MAE, and root mean square error (RMSE).

## 2 Methodology and Data Description

In this paper, the combinations of GA, PSO, BPN were used to forecast the NT dollar/US dollar exchange rate. In the first step, the GA started with a random initial population; likewise, the chromosomal representation was established. The GA gives an optimal set of beta values when achieving the stopping condition. We determined the top ten variables by sorting the beta, and achieved similar or superior forecast performance when the beta became an input factor.

### 2.1 Genetic Algorithms

Genetic Algorithms (GA) [11] work on a population of potential solutions in the form of chromosomes, attempting to locate the best solution through the process of artificial evolution. It consists of the following repeated artificial genetic operations: evaluation, selection, crossover, and mutation.

We use GA to formulate operations in the basic GA algorithm, as follows:

1. Encoding procedure: the parameters of the solution are denoted as

$$
\begin{equation*}
\beta=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right), l b_{j} \leq \beta_{j} \leq u b_{j}, j=1 \ldots n \tag{1}
\end{equation*}
$$

where $l b$ and $u b$ indicate the lower and upper bounds for each parameter, this allows each parameter $\beta_{j}$ to be transformed by function $L(x)$ to be an integer $y_{j}$ satisfying its boundaries, which can be encoded as $\mathrm{n}^{*} \mathrm{D}$ bits of binary code.

$$
\begin{equation*}
y_{j}=L\left(x_{j}\right), c_{j}=u_{1}^{j} u_{2}^{j} \ldots u_{D_{j}}^{j}, j=1 \ldots D, u_{D}^{j} \in\{0,1\} \tag{2}
\end{equation*}
$$

A chromosome is defined as a binary string combining binary codes of all parameters. Specifically, there are $27^{*} \mathrm{D}$ bits in a chromosome.
2. Random crossover and mutation: In this study, we set the mutation rate to be 0.05 , and the crossover rate to be 0.5 . The mutation and cross-over operations occur in random order. They exchange the parts of chromosome to inverse the selected one bit of chromosome randomly. This procedure would then produce the fittest chromosomes from the population that are selected based on the objective function value, and so the chromosomes are then allowed to reproduce.
3. Selection: The Elitist selection is used in this research study. It will sort the fitness function, and then keep the better population as the selection range. It is a selection strategy where a limited number of individuals with the best fitness values are chosen to pass to the next generation, and the crossover and mutation operators are avoided. Elitism prevents the random destruction by crossover or mutation operators of individuals with good genetics. The number of elite individuals should not be too high, otherwise the population will tend to degenerate.
4. Parameters selection of GA

- Population size: 200
- Crossover rate: 0.5
- Stopping condition: 0.02
- Total generation: 2,000
- Mutation rate: 0.05


### 2.2 Particle Swarm Optimization

PSO is an evolutional algorithm that is used to find optimal solutions [12]. The primary forecasting model of PSO is shown in (3).

$$
\begin{equation*}
\hat{S t}=\beta_{0}+\beta_{1} x_{1}+\beta_{2} x_{2}+\ldots \beta_{D-1} x_{D-1} \tag{3}
\end{equation*}
$$

The PSO algorithm explores the optimal target through local history and global communication in populations that consist of potential solutions, defined as particles. For achieving a high efficiency of searching the optimal solution in high dimensions, PSO drives the particle swarm to move toward the higher-object-value region based on the best experiences of each particle and the entire population. Thus, PSO converges to the optimal point significantly faster than evolutionary optimization. Note that each particle indicates a candidate solution; if we have D-dimensional parameters in solution, the i-th particle for the $t$-th iteration can be represented as

$$
\begin{equation*}
B_{i}^{t}=\left(\beta_{i, 0}^{t}, \beta_{i, 1}^{t}, \beta_{i, 2}^{t}, \beta_{i, 3}^{t}, \beta_{i, 4}^{t} \ldots, \beta_{i, D-1}^{t}\right) \tag{4}
\end{equation*}
$$

Assume that the best previous position of the i-th particle at the $t$-th iteration is represented as

$$
\begin{equation*}
P_{i}^{t}=\left(p_{i, 1}^{t}, p_{i, 2}^{t}, \ldots, p_{i, D}^{t}\right) \tag{5}
\end{equation*}
$$

Then, the values of cost function $\operatorname{MAPE}($.$) are expected to decrease by iterations.$

$$
\begin{equation*}
\operatorname{Min} \quad \operatorname{MAPE}(.)=\frac{\sum_{1}^{n}|(\hat{S t}-S t) / S t|}{n} \tag{6}
\end{equation*}
$$

Where $\varepsilon($.$) is the |(\hat{S t}-S t)|$, to minimize the forecasting errors and is adopted as the fitness function.

$$
\begin{align*}
L B \leq B_{i}^{t} & \leq U B  \tag{7}\\
\varepsilon\left(P_{i}^{t}\right) \leq \varepsilon\left(P_{i}^{t-1}\right) & \leq \ldots \leq \varepsilon\left(P_{i}^{1}\right) \tag{8}
\end{align*}
$$

The velocity of the i-th particle at the t-th iteration, $V_{i}^{t}$ can be represented as

$$
\begin{equation*}
V_{i}^{t}=\left(v_{i, 1}^{t}, v_{i, 2}^{t}, \ldots, v_{i, D}^{t}\right) \tag{9}
\end{equation*}
$$

The best position among all particles is $G^{t}$, until the t -th iteration,

$$
\begin{equation*}
G^{t}=\underset{p_{i}}{\arg \min }\left(\varepsilon\left(p_{i, j}^{t}\right)\right) \tag{10}
\end{equation*}
$$

which is denoted as $G^{t}=\left(g_{1}^{t}, g_{2}^{t}, \ldots, g_{D}^{t}\right)$.
The modified version of PSO algorithms has been applied by an inertia weight $W^{t}$ multiplying the velocity term in numerous other applications. This version can be expressed as:

$$
\begin{align*}
& V_{i}^{t+1}=W^{t} \cdot V_{i}^{t}+c_{1} \cdot r_{1} \cdot\left(P_{i}^{t}-B_{i}^{t}\right)+c_{2} \cdot r_{2} \cdot\left(G^{t}-B_{i}^{t}\right) \\
& r_{1}, r_{2} \sim U(0,1)  \tag{11}\\
& B_{i}^{t+1}=B_{i}^{t}+V_{i}^{t+1}, i=0,1, \ldots, N-1 \tag{12}
\end{align*}
$$

where the updating velocity is bounded, and r 1 and r 2 are random variables with uniform distributions. Here, c1 and c2 are factors used to control any influences from local and global velocity terms. The parameters are: Population size: 200; Iteration: 2,000; Vmax: 0.2; c1: 2; c2: 2; Initial weight: 0.9; Final weight: 0.4.

After training by PSO algorithm, we obtain the optimal solution shown below:

$$
\begin{equation*}
B_{i}^{t}=\left(\beta_{i, 0}^{t}, \beta_{i, 1}^{t}, \beta_{i, 2}^{t}, \beta_{i, 3}^{t}, \beta_{i, 4}^{t} \ldots, \beta_{i, D-1}^{t}\right) \tag{13}
\end{equation*}
$$

### 2.3 Back Propagation Network

The feed-forward neural network with back propagation learning is the most conventional model of ANN that updates weight and bias values. The proposed BPN has ten input layer neurons; in this study, we propose an appropriate transfer multiple-hidden-layer (at most two hidden layers), with a Hyperbolic tangent transfer function and normalized data (between -1 and 1 ). We also select the gradient descent with momentum back propagation as the learning function; hence, the parameters of BPN are:

- Input layer neurons: $n$ (selected from GA)
- Hidden layer neurons: $(5,5)$
- Learning rule: traingdm
- Transfers function: TanH
- Hidden layer: 2
- Stopcriteria: error $<1 e-5$

Table 1 Macroeconomic forecasting variables

| Variables | Description |
| :--- | :--- |
| Constant | 1: Beta 0 |
| CPI | 2-4: CPI index $\left(\mathrm{t}_{-1}\right)-\left(\mathrm{t}_{-3}\right)$ CPI index as an independent variable |
| M1 and M1B | 5-7: US M1 $\left(\mathrm{t}_{-1}\right)-\left(\mathrm{t}_{-3}\right) 8-10:$ TW M1B $\left(\mathrm{t}_{-1}\right)-\left(\mathrm{t}_{-3}\right)$ |
| Commercial paper rate | 11-13: Commercial paper rate $\left(\mathrm{t}_{-1}\right)-\left(\mathrm{t}_{-3}\right)$ |
| Federal funds rate | 14-16: Federal fund rate $\left(\mathrm{t}_{-1}\right)-\left(\mathrm{t}_{-3}\right)$ |
| Balance of trade | 17-19: Balance of trade $\left(\mathrm{t}_{-1}\right)-\left(\mathrm{t}_{-3}\right)$ |
| Exchange rate: USD/NTD | 20-22: USD/NTD $\left(\mathrm{t}_{-1}\right)-\left(\mathrm{t}_{-3}\right)$ |
| Stock return | $23-25:$ Stock return $\left(\mathrm{t}_{-1}\right)-\left(\mathrm{t}_{-3}\right)$ |
| Foreign investment | $26-28:$ Foreign investment $\left(\mathrm{t}_{-1}\right)-\left(\mathrm{t}_{-3}\right)$ |

### 2.4 Variables and Data Normalization

The experimental data in this paper is to collect the historic exchange rate NT dollar/US dollar, and eight macroeconomic factors. The period is from January 1997 to December 2007 and a total of 132 monthly data were accumulated. We collected three lagged times from each factor, thereby providing 27 factors for 132 months. We divide the whole data into six periods of our sliding window. Through this process, the research can obtain more regressions so that the prediction result will be more accurate.

Recently, some research has considered the macroeconomic factors as variables when forecasting exchange rates; a linear model is formed to describe the fluctuation of exchange rates. The main variables are displayed in Table 1. Each variable will be divided into three data periods, specifically $\mathrm{t}-3$ period, $\mathrm{t}-2$ period, and $\mathrm{t}-1$ period, to forecast the exchange rate by considering the lagged period. Normalization is necessary because the variables have different units. In (1), data is normalized by function premnmx in Matlab with a range of -1 to 1 .

$$
\begin{align*}
& {[p n, \operatorname{Min} p, \operatorname{Max} p]=\operatorname{premnmx}(p)} \\
& p n=\frac{2 \cdot(p-\operatorname{Min} p)}{\operatorname{Maxp} p-\operatorname{Min} p}-1 \tag{14}
\end{align*}
$$

Where p is the original data, and pn is the normalized data.
Since macroeconomic factors could affect exchange rates, the variables which we propose are summarized as follows:

## 3 Experiment Design

In this paper, we apply the GA method to select the optimal variables. This method also replaces the traditional trial and error method that determines the input factors, layer number or input neurons.

## Step 1 Macroeconomic forecasting variables selection

We sort the weight obtained from GA, and test the top 5 , top 10 , top 15 , top 20 , and top 25 variables from the 27 variables as input factors. The smallest value obtained after repeating the experiment three times, and the optimum forecast performance of the set with ten variables have been found. The results illustrate that the set with ten variables have the best forecasting performance as shown in Table 2.

## Step 2 Input variables selection

In the second stage of the experiment, the input factors have been chosen. According to (15) and (16), $f(x)$ are composed by 27 variables $\left(x_{1}, x_{2}, \ldots \ldots, x_{27}\right)$ with weights of $\left(\beta_{0}, \beta_{1}, \beta_{2}, \ldots, \beta_{n}\right) . f(x)$ is the linear model in which we formulate the exchange rate (i.e. $\left.f(x)=\hat{S}_{t}\right) \cdot \hat{S}_{t}$ is $t$ period for forecasting exchange rates.

$$
\begin{align*}
f(x) & =\beta_{0}+\beta_{1} x_{1}+\beta_{2} x_{2}+\ldots+\beta_{n} x  \tag{15}\\
B & =\left\{\beta_{0}, \beta_{1}, \beta_{2}, \ldots \ldots, \beta_{n}\right\} \quad(n=27, \text { here })  \tag{16}\\
S_{t} & =B \cdot X+\varepsilon \tag{17}
\end{align*}
$$

where $\beta_{0}$ is the constant, $X_{n}$ is the weight of each variables, and is the set of constant and variables, $\beta_{n}$ is the set of constant and variables, $S_{t}$ is the real exchange rate, B is the set of weights, and is the error between real and forecast exchange rate, $\varepsilon$ is the error between real and forecast exchange rate.

Among 27 variables, we selected the top ten variables of smallest values in each data set. The final top ten variables were chosen to be input factors of our model, as shown in Table 3.

## Step 3 Forecast criteria

In consideration of several earlier empirical studies, we will evaluate the forecasting results based on three criteria: MSE (18), MAE (19), and RMSE (20).

Table 2 Comparison of different variables

| Variables | RMSE | MSE | MAE |
| :--- | :--- | :--- | :--- |
| 5 | 0.7936 | 0.6298 | 0.7121 |
| 10 | 0.6382 | 0.4073 | 0.4946 |
| 15 | 0.6844 | 0.4683 | 0.6690 |
| 20 | 1.0971 | 1.2037 | 0.5458 |
| 25 | 1.2915 | 1.6680 | 0.6882 |

Table 3 The optimal ten variables

| Variables | Variables |
| :--- | :--- |
| Exchange rate $\left(\mathrm{t}_{-1}\right)$ | Foreign investment $\left(\mathrm{t}_{-1}\right)$ |
| Exchange rate $\left(\mathrm{t}_{-2}\right)$ | Commercial paper rate $\left(\mathrm{t}_{-2}\right)$ |
| Stock return $\left(\mathrm{t}_{-1}\right)$ | M1 $\left(\mathrm{t}_{-3}\right)$ |
| Federal fund rate $\left(\mathrm{t}_{-1}\right)$ | M1B $\left(\mathrm{t}_{-1}\right)$ |
| Stock return $\left(\mathrm{t}_{-2}\right)$ | Stock return $\left(\mathrm{t}_{-3}\right)$ |

1. Mean square error,

$$
\begin{equation*}
M S E=\frac{\sum\left(\hat{S}_{t}-S_{t}\right)^{2}}{n} \tag{18}
\end{equation*}
$$

2. Mean absolute error,

$$
\begin{equation*}
M A E=\frac{\sum\left|\hat{S}_{t}-S_{t}\right|}{n} \tag{19}
\end{equation*}
$$

3. Root mean square error,

$$
\begin{equation*}
R M S E=\sqrt{\frac{\sum\left(\hat{S}_{t}-S_{t}\right)^{2}}{n}} \tag{20}
\end{equation*}
$$

where $S_{t}$ is real exchange rate, and $\hat{S}_{t}$ is the forecast exchange rate. GA, PSO, BPN and Regression model are used to forecast exchange rates.

## 4 Experiment Results

### 4.1 Comparing the Forecasting Results by Three Criteria

To test which selected variables will have better forecast performance, we randomly select ten variables for GA to select. The out-of-sample forecasting performance of the GA_GA model, the GA_PSO model, GA_BPN and the regression model are illustrated in Tables 4-7, respectively.

As shown in Table 4, the average forecasting performance of the GA_GA model, which is measured with the average RMSE, is 0.5147 . The average of MSE is 0.2991 , and the average MAE is around 0.4040 .

As shown in Table 5, the average forecasting performance of the GA_PSO model, which is measured with the average of RMSE, is 2.1188 . The average of MSE is 1.0423 , and the average of MAE is around 0.9690 . The results (in all RMSE,

Table 4 Forecasting results of GA_GA model

| Sliding window 1-6 | RMSE | MSE | MAE |
| :--- | :--- | :--- | :--- |
| GA_GA 1 | 0.8187 | 0.6702 | 0.6818 |
| GA_GA 2 | 0.6720 | 0.4515 | 0.5268 |
| GA_GA 3 | 0.3870 | 0.1498 | 0.2789 |
| GA_GA 4 | 0.2526 | 0.0638 | 0.1607 |
| GA_GA 5 | 0.4636 | 0.2150 | 0.3403 |
| GA_GA 6 | 0.4941 | 0.2441 | 0.4352 |
| Average | 0.5147 | 0.2991 | 0.4040 |

Table 5 Forecasting results of GA_PSO model

Table 6 Forecasting results of GA_BPN model

| Sliding window 1-6 | RMSE | MSE | MAE |
| :--- | :--- | :--- | :--- |
| GA_PSO 1 | 0.9711 | 0.9430 | 0.8606 |
| GA_PSO 2 | 0.5542 | 0.3071 | 0.4599 |
| GA_PSO 3 | 0.3148 | 0.0991 | 0.2689 |
| GA_PSO 4 | 0.3765 | 0.1417 | 0.3221 |
| GA_PSO 5 | 0.7795 | 0.6076 | 0.6713 |
| GA_PSO 6 | 3.2580 | 10.6145 | 3.2314 |
| Average | 1.0423 | 2.1188 | 0.9690 |


| Sliding window 1-6 | RMSE | MSE | MAE |
| :--- | :--- | :--- | :--- |
| GA_BPN 1 | 0.5503 | 0.3028 | 0.3858 |
| GA_BPN 2 | 0.8918 | 0.7952 | 0.7372 |
| GA_BPN 3 | 0.6978 | 0.4869 | 0.6505 |
| GA_BPN 4 | 0.6363 | 0.4049 | 0.5469 |
| GA_BPN 5 | 0.9744 | 0.9494 | 0.9248 |
| GA_BPN 6 | 0.8460 | 0.7156 | 0.7940 |
| Average | 0.7661 | 0.6092 | 0.6732 |


| Sliding window 1-6 | RMSE | MSE | MAE |
| :--- | :--- | :--- | :--- |
| Regression 1 | 0.5338 | 0.4179 | 0.5029 |
| Regression 2 | 0.7158 | 0.4997 | 0.6383 |
| Regression 3 | 0.5299 | 0.4169 | 0.5026 |
| Regression 4 | 0.5882 | 0.4354 | 0.5592 |
| Regression 5 | 0.5508 | 0.4227 | 0.5081 |
| Regression 6 | 0.9617 | 0.7155 | 0.8733 |
| Average | 0.6467 | 0.4847 | 0.5974 |

MSE, MAE) of the GA_GA model are lower than the GA_PSO model with no outlier values. This indicates that the GA_GA model offers better performance than the GA_PSO model in forecasting exchange rates.

As presented in Table 6, the forecasting performance of GA_BPN, which is measured with the average of RMSE is 0.7661 , and the average of MSE is 0.6092 . The average of MAE is 0.6732 . The results (in all RMSE, MSE, MAE) of GA_GA model are lower than the GA_BPN model, with no outlier values. This indicates that the GA_GA model has better performance than the GA_BPN model in forecasting exchange rates.

As presented in Table 7, the forecasting performance of the Regression model, which is measured with the average of RMSE is 0.6467 , and the average of MSE is 0.4847 . Moreover, the average of MAE is 0.5974 . The results (in all RMSE, MSE, MAE) of the GA_GA model are lower than the Regression model with no outlier values. This indicates that the GA_GA model has better performance than the Regression model in forecasting exchange rates.

### 4.2 Comparison of the Forecast Results by Monthly Exchange Rate

There are 60 -months of training data and 12 -months of testing data in this study. The testing data will have a 6-month overlap with the training data. For instance, the training data start from January 1997, which is the 1st data to the 60th data of December 2001; and the testing data start from the 55th collected in data June 2001 to the 66th data collected in May 2002. The monthly forecast results are shown in Table 8.

In Fig. 1, the dotted line with the open square represents the forecast exchange rate by GA_GA, and the dotted line with the cross represents the forecast exchange rate by GA_PSO. The line with the triangle represents the forecast exchange rate by GA_BPN. The line with the star represents the forecast exchange rate by regression model, and the line with diamond represents the real exchange rate. It is evident

Table 8 Comparison of the forecasting results by monthly exchange rate

|  | Real exchange <br> rate | GA_GA | GA_BPN | GA_PSO | Regression <br> model |
| :--- | :---: | ---: | ---: | ---: | :--- |
| Month1 | 0.0208 | -0.1330 | -0.2029 | -0.5135 | -0.2831 |
| Month2 | 0.0581 | 0.0919 | 0.0515 | -0.4627 | -0.1064 |
| Month3 | 0.1357 | 0.1029 | -0.0788 | -0.4621 | -0.1460 |
| Month4 | 0.1564 | 0.2700 | -0.0614 | -0.4705 | -0.0873 |
| Month5 | 0.1030 | 0.0161 | -0.1769 | -0.5575 | -0.2394 |
| Month6 | 0.1146 | 0.2387 | -0.3657 | -0.3703 | -0.1658 |
| Month7 | 0.1846 | 0.0140 | -0.1678 | -0.3297 | -0.1612 |
| Month8 | 0.0448 | 0.1999 | -0.1744 | -0.2269 | -0.0671 |
| Month9 | 0.0134 | 0.4179 | 0.0076 | -0.3275 | 0.0327 |
| Month10 | 0.0603 | 0.0644 | 0.0299 | -0.3582 | -0.0880 |
| Month11 | -0.0152 | 0.0918 | -0.2719 | -0.4708 | -0.2170 |
| Month12 | -0.1329 | -0.0573 | -0.3098 | -0.5307 | -0.2993 |



Fig. 1 Comparison of the forecasting results by monthly exchange rate
that the forecast exchange rates with GA_GA model have only a slight disparity with the real exchange rate, with the exception of Months 2,7 and 9 . Based on these figures, we observe that the forecasting exchange rate of GA_GA has the least error in relation to the actual exchange rate. Therefore, the GA_GA model has the best forecast performance of these three models, followed by the Regression model, then the GA_BPN model, and the results of the GA_PSO model produced the least accurate results.

## 5 Conclusion and Suggestions

In this study, we proposed the GA_GA, GA_PSO, GA_BPN models and regression model, which are applied to the forecasting of the NT dollar/US dollar exchange rate. In addition to the measurement by RMSE, MSE, and MAE, we also compared the forecasting results based on monthly exchange rates. The results show that GA_GA has superior forecasting ability. Moreover, we found that its forecast of NT dollar/USD dollar exchange rates is virtually identical to the real exchange rates in this study's experiments. For instance, the GA_GA (represented by a square sign) is matched to the trend of real exchange rates (diamond sign). Therefore, regarding the forecast performance of these three models, the GA_GA model has superior forecast performance, followed by the Regression model, then the GA BPN model, and the results of the GA_PSO model were last. Additionally, future studies could adopt the nonlinear model in GA; likewise, future researchers may compare the results by applying other optimal methods, (i.e. Ant algorithm, or Cat algorithm, etc). Also, we suggest applying these models to other currencies over a longer period of time.
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## Part III

## Cognitive Modeling of Agents

# Learning Backward Induction: A Neural Network Agent Approach 

Leonidas Spiliopoulos


#### Abstract

This paper addresses the question of whether neural networks (NNs), a realistic cognitive model of human information processing, can learn to backward induce in a two-stage game with a unique subgame-perfect Nash equilibrium. The NNs were found to predict the Nash equilibrium approximately $70 \%$ of the time in new games. Similarly to humans, the neural network agents are also found to suffer from subgame and truncation inconsistency, supporting the contention that they are appropriate models of general learning in humans. The agents were found to behave in a bounded rational manner as a result of the endogenous emergence of decision heuristics.
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## 1 Introduction

This paper investigates the potential of neural networks to learn the sophisticated concept of generalised backward induction. This is of particular interest as failures of backward induction reasoning in humans have been documented in the literature $[1,10]$. Neural networks in conjunction with a backpropagation learning algorithm were chosen to model the learning agents as they are considered to be the most biologically plausible cognitive model of parallel information processing, approximating real neuronal adaptation in the human mind [4, 11-14, 17].

The universal approximation theorem $[3,5,9]$ states that given a large enough finite number of neurons a single layer neural network ( NN ) is a universal function approximator i.e. it will be able to approximate any function, with any desired

[^9]level of accuracy. Modeling agents as neural networks evades the problem of ad hoc specification of the exact functional form of the learning model. Instead, they evolve endogenously according to the backpropagation algorithm that adjusts the neural networks' parameters in the direction of error minimization starting from an initial non-informative random state. However, as the backpropagation algorithm is a gradient descent approach it is possible for it to become mired in a local rather than global optimum, so that the NN agents will likely eventually learn to behave in a bounded-rational manner as is observed in human behavior.

The closest paper to this line of research is Sgroi and Zizzo [15] who employed neural networks in an effort to examine whether they can learn to play the Nash equilibrium in $3 \times 3$ strategy games with a unique pure strategy Nash equilibrium, and to observe how closely correlated these agents' behavior was to humans'. Spiliopoulos [16] has extended their work by examining neural network agents learning to play all possible strategic types of $3 \times 3$ games. Another paper [2] incorporating neural networks in game theory uses perceptrons, or simple NNs, as a way of modeling bounded rational behavior in repeated situations, such as a repeated prisoner's dilemma. ${ }^{1}$

## 2 Methodology

### 2.1 The Class of Games

The class of games studied in this paper, Fig. 1, involve two players, consist of two subgames and exhibit a unique pure strategy subgame-perfect Nash Equilibrium (SPNE). Games are sampled by randomly drawing each payoff from a uniform distribution with support from 0 to 100 , with the proviso that the resultant games


Fig. 1 Extensive form representation of the game

[^10]exhibit a unique SPNE in pure strategies. There exist seven terminal nodes or outcomes overall, for ease of future exposition let $\left(\alpha_{1}, \alpha_{2}\right),\left(\beta_{1}, \beta_{2}\right),\left(\gamma_{1}, \gamma_{2}\right)$ be referred to as first stage outcomes and $\left(\delta_{1}, \delta_{2}\right),\left(\varepsilon_{1}, \varepsilon_{2}\right),\left(\eta_{1}, \eta_{2}\right),\left(\zeta_{1}, \zeta_{2}\right)$ as second stage outcomes.

The SPNE of these games is easily calculated using a generalised backward induction procedure. Identify the Nash equilibrium ${ }^{2}$ of the final subgame, and then derive the reduced extensive form game where the final subgame is replaced with its Nash equilibrium strategies and proceed by identifying the Nash equilibrium of this game. The SPNE strategy profiles of the complete two stage game consist of the NE moves identified by this procedure at each information set i.e. the SPNE strategy profiles induce a Nash equilibrium in each subgame.

### 2.2 Introduction to Neural Networks

A detailed technical diagram of the topology of the feedforward neural networks employed in this study is given in Fig. 2. The first layer (leftmost in the diagram) is the input layer and each input neuron is denoted by $p_{r}$ where $r=1, \ldots, R$, and each $p_{r}$ neuron inputs the payoff for a specific player from each terminal node of the game. The second layer, ${ }^{3}$ referred to as the hidden layer, consists of $S$ neurons, each of which is connected to all the input neurons, resulting in a total of $R \cdot S$ connections between the first and second layers. Each connection is associated with a weight, $w_{s, r}^{2,1}$, with $s, r$ denoting a connection from the $r$ th neuron to the $s$ th neuron and where the superscript 2,1 represents that these weights are between the first and second layers of the NN. The activation of each neuron in the second layer, $i_{s}^{2}$, is the summation of the product of the inputs and their corresponding weights plus a constant or bias, $b_{s}^{2}$ i.e. for each of $S$ neurons in the second or hidden layer:

$$
\begin{equation*}
i_{s}^{2}=b_{s}^{2}+\sum_{r=1}^{R} w_{r, s}^{2,1} \cdot p_{r} \tag{1}
\end{equation*}
$$

These inputs are now passed through a non-linear function, $f_{1}\left(i_{s}\right)=2 \cdot(1+$ $\left.e^{-2 i_{s}^{2}}\right)^{-1}-1$, in this particular case the hyperbolic tangent sigmoid (or tansig) function, which maps values from $-\infty$ to $+\infty$ to the interval $(-1,1)$. The resulting outputs, $a_{s}$, are passed to the the final or output layer which is comprised of $T$ neurons. Each neuron in the output layer is associated with one of the terminal nodes and the output value represents the strength with which the NN associates that outcome with the subgame perfect Nash equilibrium. Again each neuron in

[^11]

Fig. 2 Detailed structure and topology of feedforward neural networks
the output layer is connected to every neuron in the second layer with connection weights, $w_{s, t}^{3,2}$. The input to each $t$ neuron is the summation of product of the outputs, $a_{s}$, and the corresponding weights, $w_{s, t}^{3,2}$ plus a bias $b_{t}^{3}$ :

$$
\begin{equation*}
i_{t}^{3}=b_{t}^{3}+\sum_{s=1}^{S} w_{s, t}^{3,2} \cdot a_{s} \tag{2}
\end{equation*}
$$

These inputs are transformed by the transfer function of the output layer neurons which in this case is simply a linear function $f_{2}$, such that the final outputs of the NN are defined by $y_{t}=f_{2}\left(i_{t}^{3}\right)=i_{t}^{3}$.

In processing the data, information flows forwards through the neural network, from left to right in the diagram, whereas by contrast the standard learning mechanism of a NN implicitly uses a backward flowing system, as exemplified by its name, the backpropagation rule. After making a decision the NN compares the values of the neurons at the output layer to the desired values and makes adjustments to all the connection weights in such a way that would reduce the error of the NN . The backpropagation learning rule uses the chain rule to assign the contribution of each neuron to the observed error, from which it is then possible to extract the necessary information regarding how to change each connection weight in order to reduce the overall error. Each connection weight is changed according to a
gradient descent method with the intent that the network successively approaches a state where the error function attains a minimum. However, this algorithm is not immune to the possibility of settling on a local rather than global minimum. A detailed mathematical presentation of the backpropagation algorithm is given in Appendix A.

### 2.3 Simulations, Models and Heuristics

Four different agent simulations were run using standard feedforward neural networks of different topologies, denoted by $v_{l}$ where $l$ is the number of hidden layers. For each simulation, ten different networks of the same topology were trained with different initial weights, emulating players with different initial, random weights. This will allow the examination of how important prior knowledge may be to the learning process and whether different types of players emerge in the simulation. Although the number of hidden layers of the NNs is varied across simulations, the number of neurons in each hidden layer is always ten. ${ }^{4}$ The input layers of the NNs consist of 14 neurons, with each neuron entering each player's payoffs from each of the game's terminal nodes. The output layer consisted of seven linear transfer function neurons each one representing a terminal node and the desired output was simply a 7 -tuple vector with values of one for the terminal nodes which were the SPNE and zero otherwise. ${ }^{5}$ The terminal node chosen by the network as representing the SPNE is the one whose corresponding output neuron had the maximum value compared to the rest.

All the NN agents learned via a batch backpropagation algorithm incorporating an adaptive learning rate parameter. One generation of learning, or batch, consisted of the presentation of 1,000 different games, and the training process was terminated when the cross-validation MSE of the network's output did not improve for 100 consecutive generations. Cross validation was employed as an early stopping procedure to avoid overfitting and provide an upper bound for neural network performance. All testing was done on sets of 2,500 out of sample games in order to test the networks' ability to generalize.

To provide benchmarks against which to compare the NNs generalizing ability, six other standard classification algorithms will be estimated from the data and the performance of two simple heuristics will also be investigated. The classification algorithms are the linear, quadratic, logistic and canonical linear discriminant analyses (DA), nearest neighbor, and a classification tree, all of which were implemented in Stata 10 except for the latter which was estimated in Matlab.

[^12]Two simple heuristics that make unique predictions for the whole set of games are simply choosing the terminal node with the maximum own payoff ownmax, and a heuristic that picks the terminal node with the maximum social payoff, socialmax.

### 2.4 Performance Testing

The networks' performances were documented for four different test sets as presented in Table 1. The complete test set is comprised of new games of exactly the same structure as the ones presented during the training session. Three other test sets that will be used are inspired by Harsanyi and Selten [8]. They prove that subgame perfection for finite games with imperfect information where each subgame has a unique Nash equilibrium is equivalent to compliance with three principles: rationality, subgame consistency and truncation consistency. Subgame consistency states that a player's behavior in a subgame does not depend on the position of the subgame within the encompassing game. Truncation consistency occurs if replacing a subgame with its equilibrium payoff does not alter players' behavior anywhere else in the game.

The truncated set was created by using the first stage outcomes from the games in the complete set, but replacing the payoffs of one of the terminal nodes in the second stage with the Nash equilibrium of the second stage, whilst setting the payoffs for all other second stage terminal nodes to zero. The truncated/last stage set simply moved all the non-zero payoffs from the truncated set games to the final subgame, whilst all payoffs in the first stage were set to zero. The last stage dataset is created by keeping the second stage nodes of the complete test set games and setting the payoffs of all the nodes in the first stage equal to zero, thereby testing whether the NN agents learned to solve for the Nash equilibrium of the final subgame, a necessary subgoal to successfully apply backward induction.

Table 1 Neural network performance in predicting the subgame-perfect NE (\% correct predictions)

|  | Out of sample test sets |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | Training | Complete | Truncated | Truncated/last stage | Last stage | Test set mean |
| Feedforward $v_{1}$ | 80 | 71 | 76 | 73 | 74 | 74 |
| Feedforward $v_{2}$ | 87 | 72 | 77 | 72 | 75 | 74 |
| Feedforward $v_{3}$ | 88 | 74 | 71 | 73 | 75 | 73 |
| Feedforward $v_{5}$ | 90 | 73 | 67 | 69 | 71 | 70 |
| Linear DA | 74 | 72 | 73 | 71 | 72 | 72 |
| Quadratic DA | 72 | 78 | 56 | 71 | 76 | 70 |
| Logistic DA | 74 | 73 | 70 | 74 | 75 | 73 |
| Nearest neighbor | 60 | 54 | 48 | 57 | 56 | 54 |
| Canonical LDA | 74 | 72 | 73 | 71 | 72 | 72 |
| Classification tree | 85 | 56 | 68 | 32 | 35 | 48 |
| socialmax | - | 61 | 70 | 70 | 66 | 67 |
| ownmax | - | 40 | 54 | 54 | 51 | 50 |

## 3 Results

### 3.1 Comparison of NN Topologies

Table 1 highlights some of the main results from the analyses of the various neural network agents, where the data is derived from by the performance of the ten trained neural networks in each simulation. This aggregation is justified by the finding in Sect. 3.5 that the NNs behave very similarly after training implying little impact of the initial weights.

Comparing the results between the various neural network topologies the success rate on the training set was high ranging from 80 to $90 \%$. Also, there do not exist significant differences in the mean performance on all the test sets, as they range from $74 \%$ for the $v_{1}$ and $v_{2}$ networks to $70 \%$ for $v_{5}$. As the number of layers used in the feedforward networks increases performance on the training set also increases as expected, however performance on the tests sets is decreasing. This implies that using more than one hidden layer is not necessary and only leads to overfitting to the training sample. Given the close performance of all the neural networks in conjunction with the fact that the $v_{1}$ agents have significantly fewer parameters, all discussion henceforth will refer only to this network topology for the sake of brevity.

### 3.2 Comparison of NNs to Standard Classification Algorithms and Heuristics

Comparison of the $v_{1}$ agents' performance and the standard classification algorithms reveals that the NNs were the most successful in the out of sample test sets, as would be expected given their flexibility. Upon closer inspection however, four of the classification algorithms had near identical performance, the linear, quadratic, logistic and canonical discriminant analyses. The most intriguing result is that the linear DA performed very well compared to the other discriminant analyses, demonstrating that non-linearity was not important. The worst performers were the classification tree and the nearest neighbor algorithm, whose performance was significantly lower than that of the other models.

Focusing attention on the two simple heuristics, the results are particularly impressive given their simplicity. Most striking is the performance of the socialmax heuristic which correctly performs predicts the SPNE in $67 \%$ of all the test set games, compared to $74 \%$ for the sophisticated $v_{1}$ neural networks. The greedy ownmax heuristic which completely ignored opponents' payoffs still performed relatively well given its simplicity and low information requirements, with a mean test set performance of $50 \%$. These results imply that the socialmax heuristic is ecologically valid for this type of problem. The intuition behind its excellent performance is that the higher the payoff of a terminal node the more likely it is to be the SPNE for a player, therefore choosing the outcome with maximum social payoffs very often


Fig. 3 Agreement between NN behavior and various other times series
coincides with the SPNE. This result agrees with the conclusions of research on fast and frugal heuristics [6,7], specifically that ecologically valid heuristics can perform as well or even better than significantly more sophisticated models of behavior.

Although the success of the socialmax heuristic in predicting the SPNE is high, this does not necessarily imply that this heuristic is a good approximator of the NNs' behavior. The two lower time series in Fig. 3 graph the percentage of games for which the NN agents and the two heuristics make the same predictions as a function of the elapsed generations of learning experience of the agents. The socialmax heuristic is a much more accurate approximator of the NN agents play as it correctly predicts their behavior at a limiting value of $60 \%$, compared to just under $40 \%$ for the ownmax heuristic.

This result is of great importance because if it had arisen in an experimental study, then it would be tempting to attribute altruistic behavior to the players as they seem to care not only about their own payoffs but also those of their opponents. This conclusion however would be erroneous as there exist no altruistic incentives in the learning mechanism of the neural networks employed in this study. This highlights the danger of attributing specific types of behavior to experimental subjects only on the basis of their observable actions. In this case, it is the ecological validity of the socialmax heuristic which induces it to endogenously emerge in the NN agents' behavior. The possibility that the ecological validity of certain types of behavior have been misattributed to built-in incentives or motives of agents has not been addressed adequately in the literature, and is a distinction that deserves further attention.

### 3.3 Detailed Analysis of $v_{1}$ Agents' Performance

The $v_{1}$ agents predict the Nash equilibrium for $71 \%$ of the games in the complete test set. The evolution of the agents' mean performance on all the test sets is shown in Fig. 3. Learning at the beginning of the training phase is initially very fast but progressively slows down as the NNs' experience increases, culminating in a final performance above $70 \%$. The performance for the truncated game set rises to $76 \%$, as a result of directly providing the Nash equilibrium of the second stage. This implies that the NNs have not perfectly learned to solve for the NE of the final subgame, otherwise there should be no discernible change in performance. This is further validated by the performance on the last stage test set which directly examines the degree to which the NNs are capable of solving for the NE of the final subgame. The performance of $74 \%$ on this test set although quite good confirms that the NNs have not managed to perfectly learn the importance of backward induction.

Finally, it is interesting to note that the NNs performed almost equally well both on the complete test set and the last stage test set. Hence, the decision rules that have endogenously emerged in the NNs are equally capable of predicting the SPNE both in games with a single stage not requiring backward induction, as well as two-stage games requiring it, as long as the games exhibit a unique pure strategy SPNE.

### 3.4 Subgame and Truncation Consistency

Experimental tests of subgame and truncated consistency [1] reveal that human subjects often violate these principles. Subgame consistency is tested in this paper by comparing the agents' behavior in the truncated and truncated/last stage test sets. As documented in Table 2, the NNs' behavior is compatible with subgame consistency only $69 \%$ of the time, indicating that similarly to humans these agents also violate this principle. Truncation inconsistency was also found as comparing the complete set with the truncated test set led the NN agents to change their behavior in roughly $23 \%$ of the games.

It should be noted that by construct the socialmax and ownmax heuristics do not suffer from subgame inconsistency, however they are vulnerable to truncation inconsistency. Therefore despite the appeal of the socialmax heuristic as exhibited by its ability to approximate the NNs quite well, it does not capture the truncation inconsistency that is found both in humans and the NN agents.

In conclusion, the evidence supports that the NN agents exhibit the same inconsistencies that experimental subjects do, increasing their credibility as realistic learning models of human behavior.

Table 2 Compliance with notions of subgame and truncation consistency as \% of NN agents' actions

|  | Subgame | Truncation |
| :--- | :--- | :--- |
| Feedforward $v_{1}$ | 69.24 | 76.84 |

Table 3 Percentage agreement between different $v_{1}$ NN agents

|  | Complete | Truncated | Truncated/last stage | Last stage |
| :--- | :--- | :--- | :--- | :--- |
| Average | 86.76 | 89.53 | 85.96 | 87.15 |
| Minimum | 83.2 | 84.72 | 71.08 | 75.76 |
| Maximum | 90.64 | 95.28 | 92.96 | 93.36 |

### 3.5 Agent Heterogeneity

The ten NN agents were trained starting from different initial values, therefore an examination into the heterogeneity of their behavior after training is warranted. One possibility is that each NN may have evolved into a different type of player as a result of these different initial conditions. However the longer the training phase the less should be the dependence upon the initial conditions, unless the NNs have converged on significantly different local minima. Table 3 shows the percentage agreement of all possible pairwise comparison between the ten NNs for each of the test sets. For all the test sets the average agreement is high, ranging from 85.96 to $89.53 \%$, and the maximum and minimum values of agreement are quite tightly distributed around this mean. In conclusion, the NN agents have evolved very similarly despite different initial conditions and show relatively little between-agents heterogeneity.

## 4 Conclusion

This paper has shown that applying backward induction to solve for the subgame perfect NE in two-stage games is not trivial even for the processing capabilities of a neural network. Although perfect performance is theoretically possible the NNs were found to behave in a bounded rational way in agreement with documented human behavior, likely the result of the gradient descent backpropagation method settling in a local rather than global optimum. Despite this the neural networks performed quite well, predicting the subgame perfect Nash equilibrium of new games roughly $71 \%$ of the time. Also, the NNs and experimental subjects both exhibited the same violations of backward induction, namely that of truncation and subgame consistency.

The evolved behavior of the NNs appears to have great portability and robustness as it is capable of predicting equally well in environments where backward induction is not necessary i.e. single stage games, as long as the games have a unique pure strategy Nash equilibrium.

The socialmax heuristic that predicted the SPNE as the outcome with the highest social payoff was found to be ecologically valid for games with a single pure strategy SPNE, as it was correct in $67 \%$ of all test games. This heuristic also explained the behavior of the NN agents quite well as it made the same prediction approximately $60 \%$ of the time.

The NN agents were found to perform slightly better than other classification techniques such as linear discriminant analysis in recognizing the SPNE. However, the former are preferable on two grounds. Firstly, they model the complete dynamic learning process using a plausible cognitive model of information processing of the human mind. Secondly, the exact functional form of the agents' behavior emerges endogenously as a consequence of the learning procedure rather than being postulated ad hoc.

Concluding, the neural network agents were proven to be valuable learning models as their behavior was qualitatively very similar to human behavior, whilst also being more biologically plausible than other models.

## A Technical Presentation of the NN Backpropagation Algorithm

Knowledge is stored in NNs by the weights and biases of all the neurons, which is why it is referred to as distributed knowledge since it is not localized in any specific region of the NN structure. Hence, learning in a NN is accomplished through the updating of the weights and biases after presentation of each set of inputs, in this case each game's payoff matrix. In supervised learning, for each game $g$ and each set of inputs, $P=\left\{p_{1, g}, \ldots, p_{R, g}\right\}$, there exists a set of ideal outputs, $Z=\left\{z_{1, g}, \ldots, z_{T, g}\right\}$, denoting whether the corresponding terminal node is the Nash equilibrium or not. The desired output corresponding to the terminal node which is the Nash equilibrium is encoded with a value of 1 , or 0 otherwise.

In the case of batch training which is used in this paper, all the 1,000 training games are presented in a single batch to the neural network and the mean square error over all games, $E$, is computed according to:

$$
\begin{equation*}
E=\frac{1}{2} \cdot \sum_{g=1}^{G}\left(\sum_{t=1}^{T}\left(z_{t, g}-y_{t, g}\right)^{2}\right) \tag{3}
\end{equation*}
$$

The neural network weights will then be adjusted as explained below, after which another batch (with exactly the same inputs as the previous batch) will be presented to the NN. This process is repeated until the cross validation criterion is met and training ends. The most common learning algorithm used in training NNs is the backpropagation algorithm which uses a gradient descent technique. After the presentation of each set of inputs the weights are changed according to the following equation:

$$
\begin{equation*}
\Delta w=-\eta \frac{\partial E}{\partial w} \tag{4}
\end{equation*}
$$

This is a gradient descent technique as the updating of the weights depends on the negative of the gradient of the error function and on its magnitude, where $\eta$ is
referred to as the step size (or learning rate) that governs the magnitude of the change in the weights. Hence, weights will be changed in the direction which reduces the error, $E$, and the magnitude of the change will also be related to the sensitivity of the error function to small changes in the weight. In standard backpropagation $\eta$ is a constant, whereas backpropagation with an adaptive learning parameter scales $\eta$ upwards if the mean square error $E$ decreased in the previous batch presentation or scaled downwards if $E$ increased. The necessary algebra to derive $\partial E / \partial w$ for both output layer and hidden layer neurons is presented below.

In more detail, for weights in the output layer, using the chain rule leads to the following derivation:

$$
\begin{equation*}
\frac{\partial E}{\partial w_{s, t}^{3,2}}=\sum_{g=1}^{G} \frac{\partial E}{\partial y_{t, g}} \frac{\partial y_{t, g}}{\partial i_{t}^{3}} \frac{\partial i_{t}^{3}}{\partial w_{s, t}^{3,2}} \tag{5}
\end{equation*}
$$

However, from (2) and (3) it is clear that:

$$
\begin{gather*}
\frac{\partial i_{t}^{3}}{\partial w_{s, t}^{3,2}}=a_{s}  \tag{6}\\
\frac{\partial E}{\partial y_{t, g}}=\left(y_{t, g}-z_{t, g}\right)
\end{gather*}
$$

Substituting these equations into (5) and recognizing that for a linear transfer function $f_{2}^{\prime}\left(i_{t}^{3}\right)=1$ results in:

$$
\begin{equation*}
\frac{\partial E}{\partial w_{s, t}^{3,2}}=\sum_{g=1}^{G}\left(y_{t, g}-z_{t, g}\right) a_{s} \tag{8}
\end{equation*}
$$

The necessary calculations for weights in hidden layers is more involved as the desired output of such neurons is not immediately available as is the case for output layer neurons. Using the chain rule, the analog to (5) for a hidden layer neuron is:

$$
\begin{equation*}
\frac{\partial E}{\partial w_{s, r}^{2,1}}=\sum_{g=1}^{G} \sum_{t=1}^{T} \frac{\partial E}{\partial y_{t, g}} \frac{\partial y_{t, g}}{\partial a_{s}} \frac{\partial a_{s}}{\partial w_{s, r}^{2,1}} \tag{9}
\end{equation*}
$$

This equation now has a summation of terms over $t$ since hidden layer weights can affect the error of the NN through all the output layer neurons due to the propagation of the effect of $w_{s, r}^{2,1}$ through the interconnections between the $s$ th neuron and all $T$ neurons in the output layer. The derivative of the output of the $s$ th neuron with respect to the weight under investigation is given by:

$$
\begin{equation*}
\frac{\partial a_{s}}{\partial w_{s, r}^{2,1}}=p_{r} f_{1}^{\prime}\left(i_{s}^{2}\right) \tag{10}
\end{equation*}
$$

The derivative of the error function w.r.t. the output of each final layer neuron, $\partial E / \partial y_{t, g}$, is still given by (7). Finally, the derivatives of the output of each final layer neuron w.r.t. the output of each hidden layer neuron are given by:

$$
\begin{equation*}
\frac{\partial y_{t, g}}{\partial a_{s}}=w_{t, s}^{3,2} f_{2}^{\prime}\left(i_{t}^{3}\right) \tag{11}
\end{equation*}
$$

In conclusion, substituting (7), (10), (11) and $f_{2}^{\prime}\left(i_{t}^{3}\right)=1$ into (9) leads to the following equation:

$$
\begin{equation*}
\frac{\partial E}{\partial w_{s, r}^{2,1}}=\sum_{g=1}^{G} \sum_{t=1}^{T} p_{r} f_{1}^{\prime}\left(i_{s}^{2}\right)\left(y_{t, g}-z_{t, g}\right) w_{t, s}^{3,2} \tag{12}
\end{equation*}
$$
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# Cognitive-Costed Agent Model of the Microblogging Network 

Mitsuhiro Nakamura and Hiroshi Deguchi


#### Abstract

Microblogging is a new paradigm spreading in social web services that provides us a light-weight, speedy way of communication. In the microblogging system, users post short messages just as quickly as chatting. Users can easily communicate with each other. However, the system brings users huge cognitive costs since they always need to follow up their friends' posts every second. Can such cognitive costs affect the structure of the microblogging network? Here we extracted data from the most major microblogging service: Twitter. We find that the network structure in Twitter has some features: power law decay in the small degree range, link reciprocity and asymmetry between distributions of the in-degree and out-degree. To explain such characteristics, we introduce a simple stochastic agent model based on the Barabási-Albert model. With the mathematical analysis and computational experiments, we confirm that even such a simple model explains well the behavior of the observed data.
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## 1 Introduction

Microblogging is a new paradigm spreading in social web services that provides us a light-weight, speedy way of communication. Recently, more and more services have been launching their microblogging systems, like Twitter, ${ }^{1}$ Jaiku, ${ }^{2}$ and so on. In these systems, users post short messages (usually less than 140 characters) as quickly as chatting via PC, mobile, or cell phone. Users can communicate and

[^13]share information in the blink of an eye. Furthermore, they can add the other users as their friends therefore the microblogging system is a class of social networks.

Many private companies and public organizations are making use of the microblogging service as marketing media, e.g., public relations channel and infrastructure for gathering latent customer information. For such purposes, it is important to understand the structure and function of the microblogging system. Despite that, there have been still few studies investigating microblogging systems [1, 2] (Cheng et al., 2009, unpublished report by Sysomos, inc). In this paper, we adopt a point of view of complex network and attempt to understand properties of the microblogging network. We make our analysis based on the actual data obtained from Twitter, which is the first and most popular microblogging service. By studying some statistical features of the data, we introduce a simple agent model which represents the growth of the network. With mathematical analysis and agent-based simulation, we show that even such a simple model can explain macroscopic properties in the observation. Finally we discuss several issues contained in the model and directions for future research.

## 2 Data Analysis

Microblogging is an instance of the social network and Twitter shows ordinary characteristics already observed in the other networks such as small-world and scale-free features [3-6]. For example, Java et al. [1] reported that Twitter's social network has diameter 6 and its degree distributions follow power law with exponent $\gamma \simeq 2.4$.

Contrasting with the other social networking services such as Mixi, ${ }^{3}$ Twitter is quite unique because of its directedness when viewed as a network. In Twitter's network, like the other social networks, vertices represent users and edges represent friendships between users. Edges have directions, "following" or "followed", and thus friendships can be either one-way or two-way (see Fig. 1).

Here we analyze the data sets extracted from Twitter's streaming API. ${ }^{4}$ We monitored the data feed for two periods, during July 20-27, 2009, and during Feb 21-22, 2010. The former data set contains 1.6 million users' information (friends_count and followers count properties) and 0.9 million users being observed in the latter one. We pay attention to the statistical properties of the network, especially degree distributions. We promise that a user's in-degree means the number of users he/she is "followed" by and out-degree indicates the number of users he/she is "following".

Figure 2 shows strong correlation between the in-degree and out-degree. Both data sets exhibit that most users have the same order of the in-degree and outdegree. This feature is caused by link reciprocity, i.e., tendency of vertex pairs to form mutual connections between each other [7]. In many social networking

[^14]

Fig. 1 Following/followed friendships in Twitter. To add a user as a friend is called "follow". In the figure, user 1 "follows" user 2 and user 4, while is "followed" by user 3 and user 4 . Only user 1 and user 4 have a mutual friendship and the others are all one-sided. When a user follows another user, the former one follows up the latter one's updating of posts in his/her "timeline"


Fig. 2 All plots consist of $10^{4}$ users chosen randomly from each data sets. (a) Rank scatter plot between in-degree and out-degree for the July data set. (b) Rank scatter plot between in-degree and out-degree for the July data set. In both of them, vertices with huge degrees have high ranks
services, creation of a link from one user to another tend to cause creation of the reverse link to be established [8-10]. Such a behavior of users is called "reciprocation".

Figure 3 displays the in-degree and out-degree distributions that follow power law (scale-free) statistics. We observed that the cumulative in-degree distributions behave $P_{>}(k) \propto k^{-1.2}$ in Fig. 3a, c , that is, the in-degree distributions follow $P(k) \propto k^{-2.2}$. The cumulative out-degree distributions decay discontinuously around $q \simeq 2,000$ because of the artificial limitation on making more than 2,000 outgoing edges [11]. While the degree distributions show scale-free behavior in the large degree range, they show power law decay in the small-degree range (around $k, q<10^{2}$ ). We observed that $P(q)$ decays more exceedingly than $P(k)$ in the small degree range (around $k<10^{2}$ ) in Fig. 3b, d.


Fig. 3 Plots of the in-degree and out-degree distributions. Blank points show the in-degree and filled points display the out-degree. (a) Cumulative in-degree and out-degree distributions for the July data set. (b) In-degree and out-degree distributions for the July data set. (c) Cumulative in-degree and out-degree distributions for the February data set. (d) In-degree and out-degree distributions for the February data set. In (b) and (d), peculiar peak around in-degree $k=2,000$ in the out-degree distribution is human-made [11]. For (a) and (c), the straight solid line shows $P_{>}(k) \propto k^{-1.2}$ and $P_{>}(q) \propto q^{-1.2}$
$P(q)$ is greater than $P(k)$ in the small degree range $\left(k<10^{2}\right.$ in Fig. 3b and $k<$ $10^{2.5}$ in Fig. 3d), whereas $P(q)$ is lesser than the $P(k)$ in the large degree range ( $k>10^{2}$ in Fig. 3b and $k<10^{2.5}$ in Fig. 3d). $P(k)$ and $P(q)$ closs each other in the gray area ( $k \simeq 10^{2}$ ) shown in Fig. 3b. The same clossing occurs in the gray area ( $k \simeq 10^{2.5}$ ) in Fig. 3d. What mechanism causes such phenomena?

## 3 Model

We now try to get further understanding about the phenomena reported above. To explain observed statistical behavior, basically we apply a rate equation approach to the extended Barabási-Albert model [12]. We first focus on a feature observed in the actual network: reciprocation. We also pay attention to the cognitive cost, i.e., a bias against users' active link creation brought by the system.

### 3.1 Simple Reciprocal Model

A growth model of the directed network which considers vertices' reciprocation was studied by Zlatić and S̆tefančić [13]. Here we briefly introduce such a stochastic agent model.

We start with one vertex in the network. In each time step, a new vertex $i$ is added to the network and create an edge to an existing vertex $j$ with probability $\Pi\left(k_{j}\right)$, which is proposal to $j$ 's in-degree $k_{j}$ (preferential attachment). Then, the vertex $j$ creates a return edge to the vertex $i$ with probability $\rho_{j}$, where the constant $\rho_{j}$ is determined with each vertex.

Applying continuous approximation, we get the following time evolution about the average in-degree.

$$
\begin{equation*}
\frac{\partial \bar{k}(s, t)}{\partial t}=\Pi(\bar{k}(s, t))=\frac{\bar{k}(s, t)}{\int_{0}^{t} d u \bar{k}(u, t)}=\frac{1}{1+\langle\rho\rangle} \frac{\bar{k}(s, t)}{t}, \bar{k}(s, s)=\langle\rho\rangle, \tag{1}
\end{equation*}
$$

where $\bar{k}(s, t)$ means the average in-degree of a vertex at any time $t$ which is added at the time $s$ and $\langle\rho\rangle$ denotes the average over time of $\rho_{i}$.

The solution of (1) is,

$$
\begin{equation*}
\bar{k}(s, t)=\langle\rho\rangle\left(\frac{S}{t}\right)^{-\frac{1}{1+\langle\rho\rangle}} . \tag{2}
\end{equation*}
$$

Hence, at the equilibrium time, the cumulative in-degree distribution becomes,

$$
\begin{equation*}
P_{<}(k)=\operatorname{Pr}[\bar{k}(s, t)<k]=\operatorname{Pr}\left[\frac{s}{t}>\left(\frac{\langle\rho\rangle}{k}\right)^{1+\langle\rho\rangle}\right]=1-\left(\frac{k}{\langle\rho\rangle}\right)^{-(1+\langle\rho\rangle)} . \tag{3}
\end{equation*}
$$

We note that $P_{<}(k)$ represents the probability that the in-degree is smaller than $k$.
Then we obtain the in-degree distribution,

$$
\begin{equation*}
P(k)=\frac{\partial}{\partial k} P_{<}(k) \propto k^{-(2+\langle\rho\rangle)} . \tag{4}
\end{equation*}
$$

We also get the out-degree distribution $P(q) \propto q^{-(2+\langle\rho\rangle)}$ from the boundary condition $\bar{q}(s, s)=1$ and the following relation,

$$
\begin{equation*}
\frac{\partial \bar{q}(s, t)}{\partial t}=\langle\rho\rangle \frac{\partial \bar{k}(s, t)}{\partial t} . \tag{5}
\end{equation*}
$$

The out-degree distribution is thinner than the in-degree distribution on account of the multiplicative factor $\langle\rho\rangle$ in (5). This result is statistically consistent with the observation in Fig. 3.

### 3.2 Reciprocal Model with Cognitive Cost

We extend the reciprocal model described above with considering the effect of cognitive cost.

In Twitter, posted messages from one's "following" friends appear on his/her "timeline", which keeps updating every second (see Fig. 4). Consequently, the more the number of following users increases, the faster and the faster the timeline flows. Thus large amounts of following users result in difficulty following up friends' posts. We regard it as that the cognitive cost increases with the out-degree.

We assume that the marginal cognitive cost is diminishing. The functional form of the cognitive cost should be,

$$
\begin{equation*}
C(q) \propto q^{\alpha} \tag{6}
\end{equation*}
$$

where $q$ is the out-degree and $\alpha \in(0,1)$ is a constant.
Consider the following situation. In each time step, a new vertex $i$ is added to the network with probability $p$, then the vertex $i$ creates a new edge to an old vertex $j$ with probability $\Pi\left(k_{j}\right)$. The vertex $j$ reciprocates the vertex $i$ with probability $\rho_{j}$. On the other hand, with probability $\bar{p} \equiv 1-p$, an old vertex $i$ is chosen with


Fig. 4 The concept of "timeline". Posted messages from user 1's following users (user 2, user 4) keep real-time updating on the timeline of user 1 . Updates from not-following users of user 1 (user 3) will not appear on the timeline of user 1
probability $\Psi_{i}$, then the vertex $i$ creates an edge to another old vertex $j$ in accordance with the preferential attachment rule and the vertex $j$ reciprocates in the same manner. Let $\Psi_{i}$ depend on the cognitive cost $C\left(q_{i}\right)$. We simply assume that $\Psi_{i} \propto C\left(q_{i}\right)^{-\beta}$ where $\beta>0$, since vertices with smaller cost should create more out-going edges. Therefore $\Psi_{i}=\Psi\left(q_{i}\right) \propto q_{i}^{-\kappa}$ where $\kappa \equiv \alpha \beta>0$.

Here we derives degree distributions in the same way in Sect. 3.1. The time evolution of the average in-degree consists of the following three cases:

1. A new vertex is added with probability $p$, then one gets a new edge from the new vertex with probability $\Pi(\bar{k})$.
2. One creates a new edge with probability $\bar{p} \Psi(\bar{q})$, then receives reciprocation with probability $\langle\rho\rangle$.
3. One gets a new edge from an old vertex with probability $\bar{p}(1-\Psi(\bar{q})) \Pi(\bar{k})$.

Thus,

$$
\begin{align*}
\frac{\partial \bar{k}}{\partial t} & =p \Pi(\bar{k})+\bar{p}[\Psi(\bar{q})\langle\rho\rangle+(1-\Psi(\bar{q})) \Pi(\bar{k})] \\
& =\Pi(\bar{k})+\bar{p}\langle\rho\rangle \Psi(\bar{q})-\bar{p} \Pi(\bar{k}) \Psi(\bar{q}) . \tag{7}
\end{align*}
$$

In just the same way, the time evolution of the average out-degree is the summation of the following three cases:

1. A new vertex is added with probability $p$, then one gets a new edge from the new vertex with probability $\Pi(\bar{k})$, after that the one reciprocates with probability $\langle\rho\rangle$.
2. One creates a new edge with probability $\bar{p} \Psi(\bar{q})$.
3. One gets a new edge from an old vertex with probability $\bar{p}(1-\Psi(\bar{q})) \Pi(\bar{k})$, then reciprocates with probability $\langle\rho\rangle$.

Thus,

$$
\begin{align*}
\frac{\partial \bar{q}}{\partial t} & =p \Pi(\bar{k})\langle\rho\rangle+\bar{p}[\Psi(\bar{q})+(1-\Psi(\bar{q})) \Pi(\bar{k})\langle\rho\rangle] \\
& =\langle\rho\rangle \Pi(\bar{k})+\bar{p} \Psi(\bar{q})-\bar{p}\langle\rho\rangle \Pi(\bar{k}) \Psi(\bar{q}) . \tag{8}
\end{align*}
$$

For (7) and (8), obtaining,

$$
\begin{equation*}
\frac{\partial \bar{q}}{\partial t}=\langle\rho\rangle \frac{\partial \bar{k}}{\partial t}+\bar{p}\left(1-\langle\rho\rangle^{2}\right) \Psi(\bar{q}) . \tag{9}
\end{equation*}
$$

As a consequence of (9), large enough $\langle\rho\rangle$ results in that the average in-degree and out-degree have strong correlation. Assuming such a condition, we can ignore $\Psi(\bar{q})$ in the large-degree range and thus (7) and (8) become,

$$
\left\{\begin{array}{lrl}
\frac{\partial \bar{k}}{\partial t}= & \Pi(\bar{k}), & \bar{k}(s, s)=\langle\rho\rangle  \tag{10}\\
\frac{\partial \bar{q}}{\partial t}= & \langle\rho\rangle \Pi(\bar{k}), & \bar{q}(s, s)=1
\end{array} .\right.
$$

As the same as Sect. 3.1, we get $P(k) \propto k^{-(2+\langle\rho\rangle)}$ and $P(q) \propto q^{-(2+\langle\rho\rangle)}$.


Fig. 5 (a) Evaluation of $M_{\kappa}$. At large enough time, $M_{\kappa}$ becomes stable. (b) $\kappa$-dependency of $M_{\kappa}$. $M_{K}$ is inferred to be a form of exponential function. The solid line shows an exponential fit

In the small-degree range, we can ignore $\Pi(\bar{k})$. Therefore,

$$
\left\{\begin{array}{lrr}
\frac{\partial \bar{k}}{\partial t}= & \bar{p}\langle\rho\rangle \Psi(\bar{q}), & \bar{k}(s, s)=\langle\rho\rangle  \tag{11}\\
\frac{\partial \bar{q}}{\partial t}= & \bar{p} \Psi(\bar{q}), & \bar{q}(s, s)=1
\end{array} .\right.
$$

$\Psi(\bar{q})$ has $\sum_{j} q_{j}^{-\kappa}$ at its denominator, whose behavior is unknown. We adopt an approximation and rewrite it as $M_{\kappa} p t$, where $M_{\kappa} \equiv\left\langle q_{j}^{-\kappa}\right\rangle_{j}$. This is supported by a numerical evaluation (see Fig. 5).

Applying this approximation to (11), we obtain,

$$
\begin{align*}
& P(q)=M_{\kappa} \frac{p}{\bar{p}} q^{\kappa} \exp \left[-M_{\kappa} \frac{p}{\bar{p}} \frac{q^{\kappa+1}-1}{\kappa+1}\right],  \tag{12}\\
& P(k)=\frac{M_{\kappa}}{\langle\rho\rangle^{\kappa+1}} \frac{p}{\bar{p}} k^{\kappa} \exp \left[-\frac{M_{\kappa}}{\langle\rho\rangle^{\kappa+1}} \frac{p}{\bar{p}} \frac{k^{\kappa+1}-1}{\kappa+1}\right] . \tag{13}
\end{align*}
$$

Equations (12) and (13) do not follow the power law. Replacing $M_{\kappa} p / \bar{p}$ in (12) and $M_{\kappa} p /\langle\rho\rangle^{\kappa+1} \bar{p}$ in (13) as $\Theta$, let us consider the behavior of the following function.

$$
\begin{equation*}
f(x)=\Theta x^{k} \exp \left[-\Theta \frac{x^{\kappa+1}-1}{\kappa+1}\right] . \tag{14}
\end{equation*}
$$

Equation (14) behave as shown in Fig. 6. Small $\Theta$ (namely, small $p$ and large $\kappa$ ) makes those distributions have gentle slopes. Moreover, the factor $\langle\rho\rangle^{\kappa+1}$ in (13) affects the asymmetry between the in-degree and out-degree distributions. Smaller $\langle\rho\rangle$ makes the in-degree distribution sharper.


Fig. 6 The functional form of Eq. (14)


Fig. 7 Results of a numerical simulation, where $p=0.4, \kappa=0.5$, and $\rho_{i}$ follows a uniform distribution in $[0,1]$. The number of vertices is $10^{5}$. (a) The cumulative in-degree and out-degree distributions. The straight solid line shows $P_{>}(k) \propto k^{-1.5}$. (b) The in-degree and out-degree distributions. Blank points represent the in-degree and filled points displays the out-degree in both of (a) and (b). (c) Rank correlation of the in/out-degree distributions

Figure 7 shows results of a numerical simulation. As the actual observation, the out-degree distribution decays more extremely than the in-degree distribution in the small degree range. Therefore the in-degree and the out-degree are asymmetric. Crossing between both degree distributions appears in Fig. 7b. In Fig. 7c, we also observe strong rank correlation between in/out-degrees.

## 4 Discussion and Conclusions

In summary, we have taken a look at the actual microblogging network and introduced a simple stochastic agent model containing two features: users' reciprocation and the effect of cognitive cost. Despite its simplicity, the model succeeds to
reproduce structural properties observed in the actual data and thus it should capture some key characteristics of the behavior of users in the real microblogging systems.

On the other hand, some assumptions in our model failed to catch the reality in the actual system. For example, we assumed that the probability of reciprocation $\rho_{i}$ is constant, while it is suggested that $\rho_{i}$ depends on the many factors, e.g., type of the account, out-degree, aging of activity of the user, in the real system. In future, We will enhance our model for such inconsistencies.

Microblogging is a new social web service which will be having significant importance in the next generation. Toward application in marketing, we will continue further research for understanding of such a social web system.
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## Part IV Complexity and Policy Analysis

# Landscape Analysis of Possible Outcomes 
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#### Abstract

The behavior of a complex social system is unpredictable because both the uncertainties and the complex interactions in the system affect its future behavior. Existing scenario analysis methods focus on the effects of complex interactions of the system upon the system's behavior, rather than the uncertainties in the system. The purpose of this paper is to develop a novel scenario analysis method that mainly focuses on evaluating a range of possible outcomes in a system based on selected uncertainties. We validate this method by applying it to a case example in which the configuration of an evaluation system for a sales division is examined.
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## 1 Introduction

The behavior of a complex social system is, after all unpredictable, because both uncertainties and complex interactions in the system affect its future behavior. Therefore, Agent-Based Social Simulation (ABSS) is used to acquire deeper knowledge about a complex social system rather than seeking to precisely predict its future behavior. ABSS therefore facilitates better-informed decisions by increasing decision-makers' knowledge about the system [1]. ABSS analysis provides the following two types of knowledge about a system.

[^15]- Type 1: Knowledge about possible outcomes that result from the simulation of a policy alternative in a given situation.
- Type 2: Knowledge about a mechanism that results in a notable outcome, which results from the simulation of a policy alternative in a given situation.

The ABSS approaches that provide such knowledge are called "scenario analyses" [2], and several studies have been conducted in this regard. Deguchi [3] emphasized the importance of referring to a landscape that demonstrates a rough overall image of possible outcomes after a simulation of a large number of policy alternatives. Such a landscape is represented by a large number of dots on a twodimensional plane that is defined by a vertical performance axis and a horizontal policy axis. Such a landscape can be helpful in elucidating the features of policy alternatives that satisfy a given performance criterion.

Yang et al. [4] use an inverse simulation technique to search in a large parameter space for a set of parameter values of a complex social system that would result in a notable outcome. This technique would be helpful when a desired outcome has already been identified. Both Deguchi [3] and Yang et al. [4], on the other hand, focused on the effect of complex interactions of the system upon the system's behavior, rather than the uncertainties of the system.

These uncertainties, however, do affect the behavior of a complex social system. We define these uncertainties as being those concepts for which modelers of the system have insufficient information or knowledge regarding their elements and/or their interactions in the system. These uncertainties would generally be faced by ABSS users. For example, we can easily imagine a situation in which the modelers of a system assume a distribution of the parameter values but lack a real set of parameter values. In this situation, they generate a tentative set of parameter values that are consistent with the assumed distribution.

The results observed after every run of a simulation in which both the same and varying sets of parameter values are used can vary considerably. The variation obtained using the same sets comes from the complex interactions in a system, while that obtained using varying sets comes from both the complex interactions and the variations in the parameter-value sets themselves. As described above, we assume variant sets of parameter values if we consider the uncertainty of the parameters. By reducing the uncertainty in the system, for which the results may have implications that vary considerably, we can enhance our Type 1 knowledge.

The primary purpose of this paper is to develop a novel scenario analysis method that mainly focuses on evaluating a range of possible outcomes in a system in the light of a given set of uncertainties. This paper is organized as follows. Section 2 introduces the proposed scenario analysis method. Section 3 presents a case example and the results obtained when this scenario analysis method was applied to it. Section 4 discusses the results obtained in Sect. 3 and evaluates the scenario analysis method. In Sect. 5, we summarize this study and indicate future avenues of research.

## 2 Landscape Analysis of Possible Outcomes

Figure 1 shows the configuration of the developed scenario-analysis method. Step 1 precedes the other three steps. Steps 2, 3, and 4 are independent of each other. Below, we describe each step in detail.

## Step 1: Draw a landscape

In this step, the user draws a landscape of the possible outcomes of the considered uncertainties. This landscape illustrates the possible outcomes that would follow the implementation of each policy alternative. This step is further divided into the following two sub-steps:

- Step 1-1: Select the alternatives, a performance index, and a point in time for analysis.
- Step 1-2: Run ABSS and plot the performance index values based on the selected alternatives at the selected point in time.

In Step 1-1, it is important for the user to define a performance index that effectively reflects the system's behavior. In Step 1-2, the user summarizes a simulation $\log$ and visualizes both the distributions of the performance index values and their averages for the policy alternatives being considered. For each policy alternative, the user repeatedly runs ABSS a given number of times under the same condition. The user records the performance index values for each policy alternative at the target point in time and plots them on a two-dimensional plane defined by a vertical performance axis and a horizontal policy-alternative axis.

## Step 2: Landscape analysis

In this step, the user analyzes the landscape drawn in Step 1 and understands the outcomes that are possible after the implementation of the given policy alternatives. The user then finds a feature of the policy effect with the considered uncertainties. This step consists of the following two sub-steps:

- Step 2-1: Observe a range of possible outcomes of a policy alternative.
- Step 2-2: Review the ranges of these policy alternative outcomes.


Fig. 1 Configuration of landscape analysis of possible outcomes

In Step 2-1, the user focuses on a policy alternative and studies its results, such as the highest or lowest performance of the possible outcomes, the mode or average performance of the outcomes, or the ranges of the outcomes. In Step 2-2, the user compares the ranges of the possible outcomes of different policy alternatives on the basis of the observations made in Step 2-1. Through this comparison, the user infers which policy alternative is potentially impacted by the considered uncertainties.

## Step 3: Multi landscape analysis

In this step, the user compares the landscape that includes the considered uncertainties with that in which the uncertainties have been reduced. If there exist a difference between these two landscapes, this naturally implies that the uncertainties of the parameter affect the performance of the policy alternatives. The following two substeps are defined:

- Step 3-1: Draw a new landscape in which the uncertainties of a parameter are reduced.
- Step 3-2: Review the difference between the new landscape and the original one.

In Step 3-1, the user assumes that the considered uncertainties are reduced. Therefore, the user fixes the set of the parameter values that varies if there exist the uncertainties, and runs ABSS using this fixed set. The user draws a new landscape from the outcomes of the ABSS.

Statistical tests of both average (avg.) and variance (var.) are recommended for a comparison of the new distribution of possible outcomes with the original one in Step 3-2. The user infers the different possible outcomes from the statistical test if the user finds a significant difference between the two landscapes.

Step 4: Micro dynamics analysis
An agent-based system consists of agents. The agents make a decision referring their value, norms, or attributes. Agents' behavior is determined by the decision. The behavior of the system at the macro level is formed by agents' behavior at the micro level. Meanwhile, a policy alternative and the system behavior have an impact on agents' behavior. These bottom-up and top-down interactions are called "micro-macro links" of agent-based systems.

In this step, the user investigates when and how a notable outcome is generated. Micro dynamics analysis reveals a mechanism for the outcome at the macro level. The micro dynamics analysis focused on time-series log analyses and statistical analyses of agents or agents' behavior at the micro level, but not limited only them. This step is divided into the following three sub-steps:

- Step 4-1: Select a policy alternative of interest and a notable outcome of the policy alternative.
- Step 4-2: Path analysis of the outcome.
- Step 4-3: Understand the mechanism of the outcome.

In Step 4-2, a comparison is made between a notable outcome and an ordinary outcome in order to elucidate the differences between the two. Step 4, however, is a highly exploratory process. Therefore, we need to tentatively explore some viewpoints on the analysis.

## 3 Case Example

### 3.1 Model

We selected the model of Goto et al. [5], which describes the phenomenon of a change in a salesperson's behavior due to changes in their attitude as a result of organizational learning. A sales manager evaluates salespersons using an evaluation system in the sales division. The salespersons have their own attitudes toward their sales activities, and their actions are based on these attitudes. The attitude of each salesperson is different. Basically, while some salespersons learn new attitudes to improve their evaluation by the evaluation system, others do not because of a lack of interest in their own evaluations. The salespersons learn by exchanging information about their evaluations.

Our model is classified as a middle-range model, not as a facsimile model whose intention is to reproduce some specific target phenomenon [7]. Four types of sales activities are introduced in our model. We do not, however, claim that these include all possible types of sales activities. We sift through the various activities while trying to analyze the possible effects of the evaluation system. The evaluation indices in practical use reflect various intentions. For example, some indices try to facilitate a selfish/altruistic activity and others focus on short-/long-term performance.In this paper, we define these four activities to analyze the effect of these evaluation indices.

Whether the salespersons adjust their attitude or not will have a critical impact on the effect of an evaluation system. We therefore introduce the following two learning factors in order to analyze this impact: (1) which salesperson learns and (2) when salespersons are satisfied with their evaluation.

### 3.1. Sales Division and Salespersons

Consider a sales division that has $G N$ groups that have $A N$ salespersons. The salespersons are required to sell goods, and all groups have the same types of goods to sell. Group $i(=1,2, \cdots, G N)$ initially has $m_{i}$ customers and can sell up to $m_{i}$ units of goods (one unit for each customer) in a sales period. Let $m_{i}^{\prime}$ be the number of customers who have not yet purchased a good from group $i$ in the current period.At the beginning of the sales period, we set $m_{i}^{\prime}=m_{i}$. Both $m_{i}$ and $m_{i}^{\prime}$ will increase or decrease depending on the activities of the salespersons.

Salespersons have the following four attributes: (1) sales capability $c p$ $(0 \leq c p \leq 1)$; (2) three types of sales attitude: aggressiveness $a g$, cooperativeness co, and innovativeness in (ag,co, in $\in\{0,1, \cdots, 7\}$ ); (3) a learning discriminator $l d \in\{0,1\}$; and (4) a learning threshold $t h(>0)$. Higher $c p$ values result in higher probabilities of sales success. Aggressiveness $a g$ is connected to the frequency of market cultivation during a sales period; cooperativeness $c o$, to the frequency of instances of educating teammates; and innovativeness in, to the frequency of taking training initiatives. A salesperson's $c p$ increases or decreases with the sales activity of the salesperson, with that of others, and with time. Organizational learning of an attitude can lead to a change in $a g, c o$, and $i n$. Both $l d$ and $t h$ are defined initially and are fixed.

### 3.1.2 Organizational Behavior

Salespersons take part in the following four activities during a sales period: (1) sales, (2) market cultivation, (3) education of teammates, and (4) training. Sales refers to the selling of goods to a customer, if $m_{i}^{\prime}>0$. The probability of sales success is equal to a salesperson's $c p$. Market cultivation refers to the process of seeking new customers for a good, and it succeeds at a probability of $1-m_{i} /(A N \times T)$, where $T$ denotes the number of time units in a sales period. If the salesperson's market cultivation is successful, then both $m_{i}$ and $m_{i}^{\prime}$ increase by one. The education of teammates leads to an increase in the $c p$ of all teammates by $E_{o}\left(0 \leq E_{o} \leq 1\right)$. As a result of the training, the salesperson's $c p$ increases by $E_{s}\left(0 \leq E_{s} \leq 1\right)$.

Both $c p$ and $m_{i}$ diminish over time. The salespersons' $c p$ decreases by $E_{d}(0 \leq$ $\left.E_{d} \leq 1\right)$ with each time unit. The consumers of group $i m_{i}$ decrease by one at a probability of $P_{d}\left(0 \leq P_{d} \leq 1\right)$ for each time unit.

### 3.1.3 Evaluation System

The evaluation system consists of a number of evaluation indices and their weights. The salesperson's evaluation value $e v$ is defined as the weighted sum of $n$ evaluation indices $\left(e v_{1}, \ldots, e v_{n}\right): e v=w_{1} \cdot e v_{1}+\cdots+w_{j} \cdot e v_{j} \cdots+w_{n} \cdot e v_{n}$, where $w_{j}$ is a weight of the $j$ th index $\left(0<w_{1}, \ldots, w_{n} \leq 1, w_{1}+\cdots+w_{n}=1\right)$. According to Otomasa [7] and interviews we conducted in a number of sales divisions, 40 evaluation indices were found and used in this case example.

### 3.1.4 Organizational Learning

Salespersons learn their attitude toward sales activity (ag, co, and in) until their evaluation value $e v$ meets their learning threshold $t h$. The attitude of salespersons whose $l d$ is 1 and whose $e v$ is below their $t h$ gradually changes to attitudes with which they achieve higher evaluation values. Moreover, the attitudes of all salespersons change randomly at a very low rate irrespective of their $l d$.

### 3.2 Simulation

### 3.2.1 Verification and Validation

Accurate verification and validation $(\mathrm{V} \& \mathrm{~V})$ is critical to the development and use of the ABSS model $[1,8]$. Gilbert indicates that verification refers to confirming whether an implemented model matches its conceptual specification [6]. In this paper, our method of verification is to trace all intermediate outputs from ABSS and to check if these outputs are consistent with those calculated manually by an analyst.

An adequate validation of an ABSS model depends on the model's aim. As described above, our model is classified as a middle-range model. In this paper, therefore, we confirm the validation in terms of consistency with the stylized facts of the considered area. To do this, we performed model-to-model analysis [9] and parameter-sweeping on our model.

Table 1 shows a list of parameters and their validated values. The behavior of our model, as specified by the parameter values in Table 1, matches the stylized facts of the concerning area. We have not presented the $\mathrm{V} \& \mathrm{~V}$ test results here due to space limitations.

### 3.2.2 Experimental Design

The sales manager, who is a user of our scenario-analysis method, analyzes the configuration of the evaluation system for the sales division. The manager is aware of the distributions of both a salesperson's capability and attitude toward sales activity, and he/she also knows how many persons actually learn their attitude. However, the manager does not know the real set of these parameter values or which person actually learns and which does not. The manager examines the effect of such uncertainties. Table 2 shows the uncertainties involved in salesperson's characteristics.

In the experiment, we make the uncertainties operational. Every run starts with a unique set of parameter values which are consistent with the distribution, as described in Table 2, if the parameter has uncertainties. On the other hand, every run starts with the same set if the parameter uncertainties are reduced. This operationalization is realized by managing random seeds of our ABSS program.

Table 1 Parameter setting

| Parameter |  | Value |
| :--- | :--- | :---: |
| Number of groups | $G N$ | 10 |
| Salespersons/group | $A N$ | 10 |
| Number of customers of group $i$ | $m_{i}$ | 100 |
| Rate of customer decrease | $P_{d}$ | 0.25 |
| Improvement by training | $E_{s}$ | 0.015 |
| Improvement by education | $E_{o}$ | 0.005 |
| Decrease over time | $E_{d}$ | 0.005 |
| Number of cycles | $C N$ | 60 |
| Number of possible actions in a sales period | $T$ | 50 |
| Mutation rate | $P_{m}$ | 0.001 |

Table 2 Experimental design

| Parameter | Value |
| :--- | :--- |
| Capability | $c p \sim N(0.4,0.01)$ |
| Aggressiveness | $a g \sim N(2.0,4.0)$ |
| Cooperativeness | $c o \sim N(2.0,4.0)$ |
| Innovativeness | $i n \sim N(5.0,4.0)$ |
| Threshold |  |
| Number of sales periods | $C N$ |
| Number of learning persons | $L N$ |

Table 3 Effect of uncertainties

|  | $(1) \rightarrow(2)$ | $(1) \rightarrow(3)$ | $(1) \rightarrow(4)$ |
| :--- | :--- | :--- | :--- |
|  | Learning member <br> specified | Capability, attitude, and <br> threshold specified | All characteristics <br> specified |
| Avg. | $7.5 \%(3 / 40)$ | $55 \%(22 / 40)$ | $55 \%(22 / 40)$ |
| Var. | $10 \%(4 / 40)$ | $37.5 \%(15 / 40)$ | $47.5 \%(19 / 40)$ |

### 3.2.3 Result

The experimental result of ABSS is shown in Figs. 2 and 3 and summarized in Table 3. Figure 2 illustrates the four landscapes under different conditions of uncertainties. In Step 2 of our method, the manager analyzes the drawn landscape and understands the possible outcomes that would follow the implementation of the considered policy alternatives. For example, in Fig. 2(1), the manager gains the following insights into the 1st policy alternative: the best outcome for average sales per member is 29.2 , the worst outcome is 8.9 , and the average outcome is 19.1 . The manager also learns that the 38th alternative achieves the best average outcome (30.8), the 32 nd alternative, the best outcome (34.5), and the 17 th alternative, the minimum variance of the outcomes ( 0.134 ).

In Step 3 of our method, the manager compares a landscape that includes the considered uncertainties with one in which the uncertainties have been reduced. Table 3 shows the percentages of the occurrence of changes in avg. or var. between the two landscapes. This change under a policy alternative is counted when the possible outcomes based on an uncertainty setting are statistically different from those based on another uncertainty setting. The denominator 40 represents the number of considered policy alternatives. The result indicates that all three changes in uncertainties make the landscape statistically different.

Figure 3 illustrates an interesting phenomenon in the 32 nd policy alternative, in which a bifurcation arising in the salespersons' performance causes a notable and very-low-performance outcome; the outcome of this policy is emphasized in Fig. 2(1). By performing the micro dynamics analysis in Step 4 of our method, the manager learns that this phenomenon reflects a specific structure that depends on the characteristics of the salespersons.


Fig. 2 Landscapes of possible outcomes

## 4 Discussion

### 4.1 Analysis of Uncertainties

The simulation result for the case example shows that we can see the difference in both the avg. and var. of the possible outcomes provided by uncertainties in the characteristics of salespersons. Micro dynamics analysis also shows when and how the


Fig. 3 Bifurcation phenomenon in a notable outcome
structure of salesperson's characteristics produces notable outcomes. It thus appears reasonable to conclude that the uncertainties have an impact on the effectiveness of policy alternatives.

In the case example, the reduction of the uncertainties allows for a more precise evaluation of the possible outcomes of the considered policy alternatives. From the viewpoint of managers, our result implies that the reduction of uncertainties is effective.

A number of studies have been conducted about effects of an evaluation system. However, there are few credible insights. Propositions claimed in a study frequently conflict with those claimed in another study. Siggelkow and Rivkin have claimed that such a misalignment arises from differences in implicit assumptions about the model and the unrecognized experimental conditions [10]. The result in this paper also supports this claim.

### 4.2 Evaluation and Scope

We applied our scenario analysis method to the case example in Sect. 3, and the result supports our claim that our method enables us to acquire the two types of knowledge described in Sect. 1. Although the effectiveness of our method has been demonstrated in just one example, it was nonetheless clearly effective. Our scenario analysis method does not include a concrete, rigid procedure that is restricted to a specific domain of research. It is therefore natural to consider it a domain-free method.

Additionally, our scenario analysis method and other such methods are more compatible than competitive with one another. The landscape proposed by Deguchi [3] provides a rough overall image of possible outcomes after a simulation of a large number of policy alternatives. Following this analysis, we can focus on a few policy alternatives rather than carrying out further analyses for all the alternatives. Our method provides knowledge about the possible outcomes of a system with given uncertainties after the implementation of the focused policy alternatives, and about the mechanism involved in obtaining a notable outcome. An inverse simulation technique [4] may allow for a detailed study of the mechanism specified by our method. This comprehensive process of scenario analysis with ABSS is expected to help managers make better-informed decisions.

## 5 Summary and Future Study

We have developed a scenario analysis method that mainly focuses on evaluating a range of possible outcomes of a system with considered uncertainties. We applied this method to the example of decision-making in the configuration of the evaluation systems for a sales division. As validation of our method, we confirmed the existence of effects that are dependent on the uncertainties in salespersons' characteristics, and we found a mechanism in which the specific structure of salesperson's characteristics causes a notable outcome of the system.

However, our scenario analysis method captures an outcome of a system at a specific point in time. Nakada et al. have proposed a scenario analysis method that captures an outcome as a dynamic time-series behaviour [11]. The future study will consider an outcome of the system from a dynamical point of view. This study will contribute toward further advancing applicable fields of ABSS and strengthen the power of scenario analyses.
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# The Flow of Information Through People's Network and Its Effect on Japanese Public Pension System 
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#### Abstract

In this article, we would like to verify a positive or negative policy impact that comes from decreasing or increasing people's distrust in Japanese public pension system. For the sake of tackling these issues, firstly, we pick up some network models that fit well in real people's network. Secondly, we put the information, which is concerning about Japanese public pension system, on agent-to-agent network. Finally, we ascertain the effect of releasing the information and its expansion on Japanese public pension system. Consequently, it is revealed that releasing information over again have a profound effect on reducing distrust in public pension system and on pension premium fund. With releasing information to a limited extent and to a limited number of agents, there is limited effect on reducing agent's distrust.
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## 1 Introduction

Japanese public pension system is burdened by many problems. That is, rapid demographic aging, slow economic growth, the change of household structure and the change of employment situation. It is said that one of the biggest problems is the hollowing out of national pension. The term, "the hollowing out of national pension," means that many people refuse to join or not to pay pension premiums.

[^16]Although the hollowing out of national pension has a variety of causes, people's distrust in Japanese public pension system and its propagation is a potential source of it. In spite of the situation, except our simulation, many simulations for Japanese public pension system do not deal with the cause or change of the hollowing out of national pension. Therefore, in this article, we will deal with its problem using agent-based simulation.

In our previous study [1], we explored the relationship between people's network structure and instability of the pension system. We clarified how spreading people's distrust in Japanese public pension system through their network would have effect on pension premium fund. In that study, we created our agent based simulation model with care and attention for economical, sociological and network theoretical points. Consequently, we concluded that people's distrust in public pension system and the propagation of distrust has a decisive influence on the pension premium fund. Especially, it is clarified that not hub-agents but agents whom the value of betweeness centrality is high have significant role to the future pension premium fund.

However, some significant issues still need to be tackled in our previous study. For example, using our network models, we should verify a policy impacts that comes from increasing or decreasing people's distrust in public pension system. Which is acceptable to increase or decrease the entire people's distrust in public pension system or to increase or decrease some people's one? For the sake of tackling these issues, firstly, we will pick up some network models that fit well in real people's network. Secondly, we will put the information, which is concerning about Japanese public pension system, on agent-to-agent network. Nonetheless, we will adopt three ways of releasing the information. The first is to put the information on the entire network. The second is to release it on hub agents. Moreover, the third is to release it on agents whom the value of betweeness centrality is high. Finally, we will ascertain the effect of releasing the information and its expansion on Japanese public pension system.

## 2 Basics

### 2.1 The Function for Agent to Agent Interactions

First of all, we will begin with explain each agent's interaction inside our network model. Based on some agent's networks that described above, agents interact with each other according to the function as described below.

In Japan, many people might form their own opinion about Japanese public pension system. On the ground of their opinion about Japanese public pension system, they should determine whether they should pay pension premium. However, recently in Japan, the negative opinions for Japanese public pension system become common and many people do not come to pay pension premium. Why does the number of people non-paying pension premium increase? It is partly because some people's negative opinion in public pension system penetrates into many others.

It is not difficult to understand that the propagation of people's distrust in public pension system is the conformation of public opinion, in a way. Therefore, we treat this subject as the process of forming public opinion.

Many studies have been made on the process of forming public opinion in the area of sociology, especially, in the area of Dynamic Social Impact Theory and the simulation by using it. We denote Dynamic Social Impact Theory as DSIT, hereafter.

In [1], we have carefully examined a series of works in terms of DSIT. DSIT and its simulation capture how a collective phenomenon is emerged as a result of the interpersonal interaction in terms of "Consolidation", "Clustering", "Continuing Diversity" and "Correlation". According to [2], in the area of DSIT, many researchers used "individual-level theory of social impact, which is explained in [3], to explain and predict the emergence of group-level phenomena as consequence of social influence among interacting people."

In [3], Latané clarified the gap between the theory of [4,5] and practice. In [4] and [5], Asch and Abelson concluded that individuals easily defer to the opinion of the majority. As a corollary to these conclusions, all people should have same opinion. However, in reality, people have different opinions in a variety of context. To clarify this subject, Latané developed SIT and DSIT in [3].

Although, in this area, Latané made pioneering study in [3], many literatures also have proposed improvements. The latest research developments in Japan were made by Morio in [6].

In [6], agent's attitude score that shows the change of agent's attitude for a matter as the discrete value ( 0 or 1 ) does not change rapidly, since the function that he adopts is continuous function. An agent's attitude score changes non-linearly and gradually. Also, in [6], the attitude function can have various style depending on the value $p$ of linearity coefficient, for example, step function, non-linear function, and linear function for $p=0,0.5,1$, respectively. In addition to this, according to [7], "The assumption that attitudes have a flip-flop character is at odds with the long tradition of attitude measurement in social psychology that seems to show that attitudes are continuous." Moreover, according to [7], "As recent developments have shown, however, the dividing line between the dynamics of models lies not between continuous and discrete models, but between linear and nonlinear ones." These clearly show that non-linear and continuous function is better function than step function for describing the dynamics of agent's attitude more precisely.

For these reasons mentioned above, we implement Morio's model into our new model to reveal the transition process of peoples opinion concerning about public pension system.

Let us explain Morio's model in more detail. In his model, the influence function $y=f(x)$ that the decision function of getting feedback from the other is defined as follows:

$$
f(x)=\left\{\begin{array}{cc}
x^{p} M^{p-1} & \text { if } x \geq 0  \tag{1}\\
-(-x)^{p} M^{p-1} & \text { if } x<0
\end{array},\right.
$$

where $x$ is the input value, and $p$ is the linearity coefficient and $M$ is the maximum value of agent's attitude score.


Fig. 1 The decision function divided by $p$, source [6], p. 161, Fig. 1

Given that $p$ is $0,0.5$ and 1 , the shapes of the function (1) can be drawn as in Fig. 1. As in Fig. 1, the shape of the function (1) is changed with an increase in $p$. If $p$ is 0 , the function (1) get into step function. On the other hand, if $p$ is 0.5 , the function (1) gets into non-linear function. In addition, if $p$ is 1 , the function (1) gets into linear function. It means that the function (1) become non-linearity function if $p$ is greater than 0 and lesser than 1 .

In addition to this, the aggregate sum of influence from the other agents $I$ is defined as follows:

$$
\begin{equation*}
I=\frac{1}{N} \sum \frac{X_{j}}{d^{m}} \tag{2}
\end{equation*}
$$

where $X_{j}$ is $j$ th agent's attitude score, and $m$ is distance coefficient, and $N$ is total number of agent, and $d$ is the distance between $i$ th agent and $j$ th agent.

With these definitions described above in mind, we will now take a look at function $I$ in more detail. In [6], the value of $X_{i j+l}$ which is $i$ th agent's attitude score in next step, is defined as follows:

$$
\begin{align*}
X_{i j+1} & =f(q) \\
q & =\left|w X_{i j}+(1-w) I_{j}\right| \tag{3}
\end{align*}
$$

where $w$ is the weight of "ego-involvement." $l-w$ is the weight of the influence from the other agents. $I_{j}$ is total sum of influence from the other agents to $i$ th agent, $X_{i j}$ is $i$ th agent's attitude score in $j$ th step, and $q$ is the absolute value of the weighted average which is calculated between the attitude score of $i$ th agent and the other agents.

We implement the functions as stated above into our model. However, it is important to notice that our model differ substantially from [6]. Our model is not concerned with the closed set of agent. In his model, the number of agent is predetermined and it is not change. By contrast to this, in our model, each agent gets older and dies in his (or her) bed. ${ }^{1}$ At the beginning of year, new agents ( 20 years old) are created. In these regards, our model is different from [6] and these points are important for making our new model fit well in real world.

### 2.2 Three Basic Network Models

In this section, we will explain about three basic network models that adopted in this article. That is Random Network Model ( $R N M$, hereafter), Barabasi-Albert Model (BAM, hereafter) and Threshold Model (TRM, hereafter).
$R N M$ has a feature that edges between vertices are stochastically-generated. It is obtained by adding edges between vertices at random. It is said that $R N M$ is the most simplified network.
$B A M$ has a feature that (a) network expands continuously by the addition of new vertices and (b) new vertices attach preferentially to sites that are already well connected. ${ }^{2}$

In TRM, all of vertices has weight $w_{i}(i=0,1, \ldots, n)$ and they are distributed according to probability density function $f(x)$ defined as follows:

$$
f(x)=\left\{\begin{array}{cc}
\lambda e^{-\lambda x} & (x \geq 0)  \tag{4}\\
0 & (x \leq 0)
\end{array}\right.
$$

where $\lambda$ is a positive constant. That is, the weight of each vertex is exponentially distributed in $T R M$. If the sum of $w_{1}$ and $w_{2}$ exceed or even equal threshold $\theta$, vertices link with each other. According to the condition of parameter, TRM also have small world phenomenon and meet scale freeness. ${ }^{3}$

## 3 Choice of Network Model that Fit Well in Real People's Network

In our previous study, using some network indices (e.g. the average of shortest path, the clustering coefficient and degree distribution), we selected some network models that fit well in real people's network. In general, it is said that real people's

[^17]network has some features, which meet small world phenomenon and scale freeness. Therefore, they are key factors in case where we select some network models.

Unlike three basic network models, that is, $R N M, B A M$ and $T R M$, in our model, agents repeatedly remake their network in their life. An agent who is hub agent at one time gets into less linked agent at any other time (simulation step). This is the special and distinguished points of our simulation model. ${ }^{4}$

In our previous study, we implement and test seven models based on RNM, BAM and TRM. These models differ in the formation of agent's network, in the timing of breaking off agent-to-agent relationships and in the linked agent's age groups. Table 1 shows the feature of each model. In addition, agents interact with each other in each model. Each agent has attitude score that vary with the interaction with the other agent. ${ }^{5}$

As a consequence, Model 4 and Model $6(\lambda=0.5, \theta=3)$ is selected because they fit in with the reality of people's network. Specifically, their averages of shortest path are small, their clustering coefficients are relatively high and their degree distributions have good fit with power law. That is, they have small world phenomenon and meet scale freeness.

Table 1 The feature of each model

| Model | Group | Linked agent | The timing of breaking off agent-to-agent relationships | Remarks column |
| :---: | :---: | :---: | :---: | :---: |
| 0 | RNM | Same age groups | Every 13 steps | 20\% of agents break their link |
| 1 | BAM | Same age groups | Every 13 steps | 20\% of agents break their link |
| 2 | RNM | Different age groups | Every 13 steps | 20\% of agents break their link |
| 3 | BAM | Different age groups | Every 13 steps | 20\% of agents break their link |
| 4 | RNM | Different age groups | Every 179 steps | Assume that agents drift away from each other |
| 5 | BAM | Different age groups | Every 179 steps | Assume that agents drift away from each other |
| 6 | TRM | Same age groups | Every 13 steps | \#20\% of agents break their link \#Combination of threshold and the exponentially-distributed parameters |

[^18]
## 4 Put the Information on the Agent-to-Agent Network

We will release the information, which is concerning about Japanese public pension system, on agent-to-agent network. The information is composed by the positive and negative one. The positive information produces great improvement of Japanese public pension system. For example, you can imagine the prediction of the increase in pension benefit that every pensioner receives after retirement.

On the contrary, the negative information aggravates Japanese public pension system. For example, you can imagine the prediction of the decrease in pension benefit that every pensioner receives after retirement. People's reaction to two types of information should be different. In general, people react to the positive information with near-silence, but they overreact to the negative information. However, because of the limitation on the number of pages that we can write, we will deal especially with positive information.

Nonetheless, we will adopt three ways of releasing the information. The first is to release the information on the entire network. The second is to release it on hub agents. The third is to release it on agents whom the value of betweeness centrality is high. Each way is shown in Fig. 2.

As shown in Fig. 2, in the first way, the information that decreases or increases agent distrust in public pension system is released to the entire agent. In this case, it does not matter whether the agent is hub agent or not. By contrast, in the second way,


The Third Way(Put the information on Agents Who have High Betweeness Centrality)
Fig. 2 Three ways of releasing positive information
the information that decreases or increases agent distrust in public pension system is released to hub agent. Hub agents link many other agents. Therefore, it is expected that the information diffuse rapidly in almost all agent. As well, in the third way, agents whom the value of betweeness centrality is high may be linked hub agents. In this case, the positive information may also diffuse rapidly in almost all agents.

## 5 The Effect of Releasing the Information and Its Expansion on Japanese Public Pension System

### 5.1 The Execution of Simulation

Based on the models and ways as described before, we will ascertain the effect of releasing the information and its expansion on Japanese public pension system. In the verification process, it is important to consider all the various factors together. How agents are affected by the communication exchanged between them?

In our simulation, positive information is released at the 384th step. It is intermediate step. Even though, in our simulation model, the number of agent who receives information change at will, in the second and third way, information is released to the top $5,20,50$, and 100 agents who have many links or whom the value of betweeness centrality is high. Although how many agents would be receiving information is a moot point, we hasten to decide $10 \%$ of agents receive information. The models and each ways are shown in Table 2.

Table 2 The models and the methods, types, timings of releasing information

|  | Model | The method of releasing information | The type of information | The timing of releasing information |
| :---: | :---: | :---: | :---: | :---: |
| Case 1 | Model 4 | To all agents | Positive information | 384th step |
| Case 2 |  | To hub agents (Top 5, $20,50,100)$ | Positive information | 384th step |
| Case 3 |  | To agents who have high betweeness centrality (Top 5, $20,50,100$ ) | Positive information | 384th step |
| Case 4 | Model 6 $(\lambda=0.5, \theta=3)$ | To all agents | Positive information | 384th step |
| Case 5 |  | To hub agents (Top 5, $20,50,100)$ | Positive information | 384th step |
| Case 6 |  | To agents who have high betweeness centrality (Top 5, 20, 50, 100) | Positive information | 384th Step |

As shown in Table 2, we select two network models that fit well in real people's network. That is Model 4 and Model $6(\lambda=0.5, \theta=3)$. Three method of releasing information are adopted. That is, we released positive information to all agents, to top $5,20,50$, and 100 hub agents who have many links and to top $5,20,50$ and 100 agents who have high betweeness centrality. The results of simulation are discussed in more detail below.

### 5.2 Simulation Results

### 5.2.1 The Altered Distribution in Agent's Attitude Score

Now, we will explain about the results of our simulation. Especially, we will explain about the results of simulation in which the positive information is released to agents. First, we checked the change in the number of agent who has distrust in public pension system. The results of simulation are indicated in Table 3.

Except for the case that information is released to the entire agent, the trends are split down the middle. That is, after releasing information, the number of agent who have distrust in public pension system continues to mount in Model 6, but it does not so in Model 4. However, except for Case 6, it can be said that releasing the information to top 50-100 agents who have many links or high betweeness centrality have more effective than that to top 5-20 agents who have many links or high betweeness centrality. Especially, there really is difference between information is released to top 20 agents and that to top 50 agents. In addition, it can be said that releasing the information to agents who have many links is more effective than that to agents whom betweeness centrality is high. In model 4, it is obtained by comparison between Case 2 and Case 3. In addition, in model 6, it is obtained by comparison between Case 5 and Case 6 .

### 5.2.2 Investigating the Reasons for the Differences from "Agent's Links"

So, what caused these differences? We will investigate the possibility of linked agents, the number of them and their attitude score as a cause. Especially, we will investigate the change of them before and after step when information is released. Figure 3 indicates the number of link that each agent has and their attitude score at 354th step and 413th step in Case 2. The result from simulation that information is released to top 20 hub agents and top 50 hub agents is shown in Fig. 3.

As shown in Fig. 3, the difference in the number of agents who receive information is obvious. It is just conceivable that agents who receive information affect the other agents who do not receive information. In the case that the number of hub agents who receive information is 50 , agents who are supposed to have negative attitude score have positive attitude score at 413th step. Consequently, this is attributed the fact that many other agents' attitude score go positive after releasing
Table 3 The change in the number of agent who has distrust in public pension system

|  |  |  | The number of steps |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 1st | 100th | 200th | 300th | 400th | 500th | 600th | 700th |
| Model 4 | Case 1 | Information is released to all the agent | 112 | 107 | 125 | 148 | 5 | 16 | 11 | 11 |
|  | Case 2 | Information is not released | 112 | 107 | 125 | 148 | 163 | 187 | 156 | 166 |
|  |  | Information is released to top 5 hub agents | 112 | 107 | 125 | 148 | 161 | 186 | 155 | 166 |
|  |  | Information is released to top 20 hub agents | 112 | 107 | 125 | 148 | 149 | 180 | 154 | 162 |
|  |  | Information is released to top 50 hub agents | 112 | 107 | 125 | 148 | 122 | 142 | 111 | 118 |
|  |  | Information is released to top 100 hub agents | 112 | 107 | 125 | 148 | 58 | 49 | 19 | 12 |
|  | Case 3 | Information is not released | 112 | 107 | 125 | 148 | 163 | 187 | 156 | 166 |
|  |  | Information is released to top 5 betweeness centrality agents | 112 | 107 | 125 | 148 | 158 | 176 | 153 | 166 |
|  |  | Information is released to top 20 betweeness centrality agents | 112 | 107 | 125 | 148 | 145 | 152 | 146 | 159 |
|  |  | Information is released to top 50 betweeness centrality agents | 112 | 107 | 125 | 148 | 111 | 116 | 131 | 152 |
|  |  | Information is released to top 100 betweeness centrality agents | 112 | 107 | 125 | 148 | 51 | 45 | 21 | 12 |
| Model 6 | Case 4 | Information is released to all the agent | 52 | 85 | 91 | 138 | 62 | 49 | 46 | 21 |


| Case 5 | Information is not released | 52 | 85 | 91 | 138 | 180 | 227 | 268 | 286 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Information is released to top 5 hub agents | 52 | 85 | 91 | 138 | 173 | 225 | 268 | 286 |
|  | Information is released to top 20 hub agents | 52 | 85 | 91 | 138 | 155 | 209 | 246 | 275 |
|  | Information is released to top 50 hub agents | 52 | 85 | 91 | 138 | 123 | 169 | 220 | 259 |
|  | Information is released to top 100 hub agents | 52 | 85 | 91 | 138 | 88 | 124 | 146 | 156 |
| Case 6 | Information is not released | 52 | 85 | 91 | 138 | 180 | 227 | 268 | 286 |
|  | Information is released to top 5 betweeness centrality agents | 52 | 85 | 91 | 138 | 172 | 226 | 268 | 286 |
|  | Information is released to top 20 betweeness centrality agents | 52 | 85 | 91 | 138 | 148 | 204 | 251 | 276 |
|  | Information is released to top 50 betweeness centrality agents | 52 | 85 | 91 | 138 | 117 | 160 | 218 | 256 |
|  | Information is released to top 100 betweeness centrality agents | 52 | 85 | 91 | 138 | 104 | 167 | 226 | 257 |



Case 2 Top 20 Agents (At 413th Step)


Case 2 Top 50 Agents (At 413th Step)
Fig. 3 The difference in the number of hub agents who are released information (Case 2)


Case 5 (At 354th Step)


Case 5 Top 20 Agents (At 413th Step)


Case 5 Top 50 Agents (At 413th Step)
Fig. 4 The difference in the number of hub agents who are released information (Case 5)
information. At the same time, we would like to indicate the number of link that each agent has and their attitude score at 354th step and 413th step in Case 5. Figure 4 indicates the number of link that each agent has and their attitude score at 354th step and 413th step in Case 5. The result from simulation that information is released to top 20 hub agents and top 50 hub agents is shown in Fig. 4.

As shown in Fig. 4, in Case 5, the difference in the number of agents who receive information is obvious but the number of agents who have negative attitude score decrease very gradually.

Surprisingly, the difference in the number of agents who receive information is less ambiguous than that in Case 2. So why with such a sharp contrast, in Case 5, do the number of agents who have negative attitude score decrease very gradually? It is because network structure is changed frequently, every 13 steps, in Case 5 . We might say that the difference between Case 2 and Case 5 stem from the difference in frequency of the change in the conformation of network. In Case 5, an agent does not continue to be hub agent. Therefore, released information does not expand.

### 5.2.3 Investigating the Reasons for the Differences from Agent's "Betweeness Centrality"

Then, we would like to examine Case 3 and Case 6 . In these models, information is released to agents whom the value of betweeness centrality is high. In addition, as stated before, to release the information to agents who have many links have more effective than that to agents whom the value of betweeness centrality is high in decreasing the number of agent who have distrust in public pension system. Then, the result from simulation that information is released to top 20 betweeness centrality high agents and top 50 betweeness centrality high agents in Case 3 is shown in Fig. 5.

We examine Case 3 and Case 6 using three indices. That is, each agent's attitude scores, the number of links that each agent has and their betweeness centrality. Also, we will investigate the change of them before and after step when information is released. In Case 3, in the case that the number of agents who receive information is 20, many agents still have negative attitude score at 413th step. On another front, in the case that the number of agents who receive information is 50 , many agents, almost all agents who have high betweeness centrality have positive attitude score at 413th step. It is showed that information is expanded steadily.

Then, we examine Case 6. As shown in Fig. 6, in Case 6, there is not much difference between the case that information is released to top 20 agents who have high betweeness centrality and that to top 50 agents. Even in this situation, many agents who have high betweeness centrality have positive attitude score at 413th step. However, in Case 6, the number of links that each agent has is smaller than that in Case 3, on the whole. In addition, as stated before, network structure is changed frequently in Case 6. We might say that the difference between Case 3 and Case 6 stem from the difference in frequency of the change in the conformation of network.


Fig. 5 The difference in distribution of agents (Case 3, At 413th Step); Top 20 agents (Left), Top 50 agents (Right)


Fig. 6 The difference in distribution of agents (Case 6, At 413th Step); Top 20 agents (Left), Top 50 agents (Right)

### 5.2.4 The Relationships Between Information Flow and Pension Premium Fund

Now, we would like to examine the relationships between information flow and pension premium fund. It is indicated in Fig. 7. In our model, pension premium fund $(P)$ is simply defined as below:

$$
\begin{equation*}
P=T A P-T P B, \tag{5}
\end{equation*}
$$

where $T A P$ is total amount of pension premiums paid by each agent aged 20 or over but under 60 and TPB is total amount of pension benefit received by agents aged 65


Fig. 7 Pension premium fund difference between Model 4 (Left) and Model 6 (Right)
or over. Of course, the amount of pension benefit received by each agent is changed in response to the total amount of pension premium that they have paid. ${ }^{6}$

There is a big difference between Model 4 and Model 6. Surprisingly, we cannot determine the distinction that is arisen by the difference in the number of agents who receive information. There are slight differences. The most notable differences between Model 4 (Case 2, Case 3) and Model 6 (Case 5, Case 6) are because network structure is changed frequently in Model 6. As mentioned before, in Model 6, many agent change link agent, frequently. Therefore, many agents' roles in the network are also changed frequently. In addition, no matter how much positive information is released, it is not propagated thorough network.

On another front, in Model 4, many agents' network is fixed to a certain extent. Therefore, many agents' roles in the network are also fixed. If an agent is hub agent at one time, he (or she) remains a hub agent at the other time. Then, information is propagated through the network. In fact, the step when pension premium fund go negative is about 555 in Model 4 and about 480 in Model 6. We can see big difference, which is depend on agent's network structure.

### 5.2.5 Additional Simulation

In previous section, in each model, we cannot determine the distinction that is arisen by the difference in the number of agents who receive information. It is because Japanese public pension system is composed by category I insured people, category II insured people and category III insured people. Category I insured people is composed by all registered residents of Japan aged 20 or over but under 60, except for the Category II or III insured people. The people include in the Category are mainly, self-employed people, freelance workers and students as well as their

[^19]spouses. By contrast, Category II insured people are composed by people enrolled in the Employees' Pension Insurance system or Mutual Aid Association (except for people aged 65 or over but under 70 who are eligible to receive pension due to old age or retirement). Their pension premium is automatically deducted from his (or her) wages. Category III insured people are composed by Category II insured people's dependent spouses aged 20 or over but under $60 .{ }^{7}$

In our model, many young agents are not hub agents. Information is released just one time. As time passes, the number of link that they have is increased. Therefore, there is a possibility that their attitude score does not changed by positive

Table 4 The difference in the number of agent who has distrust (Case 2)

|  | The number of steps |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 1 st | 100 th | 200 th | 300 th | 400 th | 500 th | 600 th | 700 th |
| Information is not <br> released | 112 | 107 | 125 | 148 | 163 | 187 | 156 | 166 |
| Information is released to <br> top 20 hub agents | 112 | 107 | 125 | 148 | 149 | 180 | 154 | 162 |
| Information is released to <br> top 20 "young" hub <br> agents | 112 | 107 | 125 | 148 | 134 | 152 | 106 | 89 |
| Information is periodically <br> released | 112 | 98 | 63 | 68 | 37 | 23 | 17 | 15 |



Fig. 8 The difference in releasing information and in pension premium fund (Case 2)

[^20]information. For these reason, we will release information to Young (20-24 years old) Top 20 Hub Agents. In addition, we will periodically release Information. The results are shown in Table 4 and Fig. 8.

As shown in Table 4 and Fig. 8, releasing information to young agents have great effect in reducing agents that have distrust. However, the difference in pension fund is not large. The difference in pension premium fund is large thorough releasing information frequently.

## 6 Conclusion and Future Works

In this article, we verified a positive policy impacts that comes from decreasing people's distrust in public pension system. Especially, the difference in agent's network structure is key factor in the difference in pension premium fund. Moreover, the difference in the number of agent who receives information does not result in the difference in pension premium fund. We can see only slight differences. With that, we release information to young agents and repeat it. As a result, it is revealed that releasing Information over again have a profound effect on reducing distrust in public pension system and on pension premium fund. With releasing information to a limited extent and to a limited number of agents, there is limited effect on reducing agent's distrust. It implies that government should continuously improve pension system.

From now on, a continuous examination of the mechanism of people's network, e.g. the introduction of the other network indices, and its effect on public pension system would strengthen this proposition stated in this article. In addition, in this article, we do not verify negative policy impact because of the limitation on the number of pages that we can write. So, using our network models, we will verify a negative policy impacts that comes from increasing people's distrust in public pension system. It will differ in agent's behavior to positive information and negative one. So, we should study people's reaction to positive and negative information.

Acknowledgement We appreciate KOZO KEIKAKU ENGINEERING Inc. for providing Multi Agent Simulator (named "artisoc 1.0"). First author is partially supported by Grant-in-Aid for Young Scientists (B), MEXT (No. 21730179).

## References

[^21]4. Asch SE (1951) Effect of group pressure upon the modification and distortion of judgment. In: Guetzknow H (eds) Groups, leadership and men, pp 1-43. Carnegie, Pittsburgh
5. Abelson RP (1964) Mathematical models of the distribution of attitudes under controversy. In: Frederiksen N, Gulliksen H (eds) Contributions to mathematical psychology, pp 147-160. Holt, Rinehart \& Winston, New York
6. Morio H (2003) Multi-agent DSIT simulation: reexamination of robustness of prediction. Simulation \& Gaming 13(2):159-168 (in Japanese)
7. Latané B, Nowak A (1997) Self-organizing social systems: necessary and sufficient conditions for the emergence of consolidation, clustering, and continuing diversity. In: Barnett G, Boster F (eds) Progress in communication science persuasion, vol 13, pp 43-74. Ablex, Norwood, NJ
8. Barabasi A-L, Albert R (1999) Emergence of scaling random network. Science 286:509-512
9. Konno N, Machida T (2008) How-nual Visual Guide Book Yokuwakaru Fukuzatsu Network. Shuwa System Co., Ltd (in Japanese)
10. Social Insurance Agency. http://www.sia.go.jp/e/np.html

# Identification of Voting with Individual's Feet Through Agent-Based Modeling 

Rio Nishida, Takashi Yamada, Atsushi Yoshikawa, and Takao Terano


#### Abstract

This paper describes an agent-based simulation model to analyze migration behaviors of individual in several political regions. The model was originally discussed by Tiebout in 1956 as "Voting with Feet," however, the validity of the model has not been examined very carefully. In the proposed agent simulation model, plural political decisions in each region are made by the corresponding regional government, and the inhabitants will vote the decisions based on their preferences. Both governments and individuals are modeled as decision making agents. The intensive simulation studies have revealed the emergence of decision groups and how the decisions have been made.


Keywords Agent-based modeling • Voting with the feet • Social systems • Multi-layer modeling

## 1 Introduction

Agent-based modeling (ABM) is a new approach in the field of study of social sciences. Using recent advanced computing powers, ABM generates an artificial society, and executes the evolutionary processes with several parameters in order to clarify the underlying principles of social, economical, political organizations and systems.

Among the pioneer works, Axelrod [1] has stated the ABM approach as follows: "Although agent-based modeling employs simulation, it does not aim to provide an accurate representation of a particular empirical application. Instead, the goal of agent-based modeling is to enrich our understanding of fundamental processes that may appear in a variety of applications." This requires adhering to the KISS principle, which stands for the army slogan "keep it simple, stupid".

[^22]However, generally, social systems are more complicated and it is difficult for us to represent the social evolution process with a simple model. In the recent literature, Terano points out that it is necessary to build the model and employs simulation beyond KISS principle [1].

In case of modeling the process of the migration between regions as related work described in Sect. 2, it is necessary to consider both the interactions among spatial regions caused by the spatial selection and agents' interactions among different two or more spaces where the agent can move mutually.

Based on the related work, in Sects. 3 and 4, we investigate the properties of VWF through agent-based modeling techniques: (1) we have implemented a simulation system, and (2) Using the simulator, we have studied how the difference of policies of each local governments affect the migration of the inhabitants. In Sect. 5, then, we propose a new agent simulation model: Multi-Layer Modeling (MLM), in which the agents are able to move among each heterogeneous world in the simulation space. Using MLM, we will focus on the migrations between regions. The paper describes the concepts of Multiple-Layer Modeling, which will reveal the integrated process of the migration. In Sect. 6, we give some concluding remarks.

## 2 Related Work

### 2.1 Social Phenomenon of Migration

In the study of theoretical framework of migration in the economical field, a lot of researches have focused on the mechanism that people make decisions based on their movements [7, 15].

Especially, these works have paid attention to the regional difference of working environments and living standards, such as income, wage and unemployment rate, and then verify their influences on people's movement. Such works are taken as typical examples of economic analysis on the migration. These ideas have shown that the difference of the environment between regions gave the important effect to the macro migration through the people's decision making of regional movement of the individual.

A Japanese report [5] has conducted survey studies to uncover the migration mechanisms. They have reported that the wealth gap between regions has a significant influence on the migration in 2005. Ohta [8] has pointed out the capability that the individual with high human capital level move from the rural to cities.

From the point of view of the macro influence on the region caused by the movement, Tachibanaki [11] describes the influence on the attractiveness of region (commercial accumulation, transportation convenience, entertainment environment, employment opportunity) and congestion degree (population, house cost, crime rate, pollution, and various prices of city).

Moreover, as relations of the local government that manages the region to the decision making, Tiebout [14] proposed the concept of "Voting with Feet" (VWF)


Fig. 1 Outline of the agent-based VWF model
to give a theoretical foundation of changes of local governance. VWF means such mechanisms that (1) When there are a lot of local governments in a country, (2) Each local government proposes its own tax system and political service systems as its policies, (3) Based on the proposals, each inhabitant selects his/her best local government and move to the place, (4) Local governments compete with each other to improve the policies, and (5) As a result, local governments will have the incentives for effective political services. There are a lot of experimental study where it was analyzed whether the movement based on the Tiebout hypothesis was able to happen [2, 4].

The process related to the demographic shift is very complex as enumerated it in the above-mentioned. The reason for the decision making of the municipality that manages the environment, the character, and the region in the region where people reside is that the important effect is caused in the occurrence of the movement actually as shown in Fig. 1 besides many of the movement factor, and, at present, the research that treats these processes that the demographic shift causes integrated is hardly seen.

### 2.2 Studies About VWF

There are a lot of researches in the literature referring to the Tiebout work. Among them, Sharp [10] has estimated that the $2.4 \%$ of the population in Kansas in the

United States makes migration decisions from the concept of VWF. In Lowery et al. [6] and Percy et al. [9] have conducted survey studies to uncover the migration mechanisms. They have reported that there are contradictive results between the VWF model and survey data. Although the VWF model states the migrations of inhabitants are caused by the complains about taxes they must pay and the levels of services the local governments give, their investigations have not succeeded in explaining the mechanisms.

In this paper, we will focus on the mechanisms described by the original VWF: both the policy making of local government and decisions by the inhabitants affected by the local policies. We proposed agent-based simulation model with utilities of migration of the inhabitants and policies of local governments. We will investigate the competitive conditions on plural local governments to acquire more inhabitants in the region.

## 3 Model Description

Our agent-based model consists of a regional system with local government agents $L G=\left\{l g_{i,} \mid i=1 ., \ldots, m\right\}$ and inhabitant agents $C=\left\{c_{i k} \mid k=1 ., \ldots, n\right\}$. Government agents provide common services with inhabitants agents. This decisions are made based on the budgets proportional with the inhabitants they have. The governments agents also open their policies to the inhabitants. In order to have more inhabitants, the governments make political decisions how to distribute the budgets. On the other hand, the inhabitants agents have their own preferences about the political decisions. Based on the preference, they decide where to move.

### 3.1 Government Agent Model

### 3.1.1 Basic Concepts of the Model

Each government agent is represented as an $\lg _{i,}=\left\{A_{i}, T_{i}, B_{i}\right\}$. At each simulation step, a government agent $\lg _{i}$, shows its five kinds of local common service set $A_{i j}(t)=\left\{A_{i j} \mid j=1, \ldots 5\right\}$ and the local tax $T_{i}(t)$ to inhabitant agents $c_{k}$. $A_{i j}(t)$ provided by the $l g_{i}$, is a very abstract concept, but it is corresponding to such social capital services as medical, educational, childcare, transportation, residence, security services as police and fire stations. We further assume that the tax $T_{i}(t)$ is constant during the simulation.

Each government agent $l g_{i,}$ gathers $T_{i}$ from a inhabitant agent $c_{k}$. The government gets the profit $B_{i}(t)$ and its changing rate $B S_{i}(t)$ determined by the following equations:

$$
B_{i}(t)=\mathrm{T}_{i}(t)^{*} n(C(t)),
$$

and

$$
B S_{i}(t)=B_{i}(t)-B_{i}(t-1) .
$$

1. When the service level increases $\left(B S_{i}(t)>0\right)$, then $A_{i j}(t+1)=A_{i j}(t)+$ $\alpha_{j}{ }^{*} R A_{i j}{ }^{*} B S_{i}(t)$, and
2. When the service rate decreases $\left(B S_{i}(t) \leqq 0\right)$, then $A_{i j}(t+1)=A_{i j}(t)+$ $R A_{i j}{ }^{*} B S_{i}(t)$;
where, $\alpha_{j}$ is a constant parameter to represent the efficiency of service. In our simulation, we set $\alpha_{j}$ is equal to 0.7.

### 3.1.2 Budget Distribution Strategies

A government agent $l g_{i}$, makes political decisions about the budget distribution in order to have more inhabitants. We set the following three strategies:

1. Constant Service Strategy (CSS): Set the ratio for each service constant.
2. Inhabitant Oriented Service Strategy (HSS): Based on the average of the weights $\omega_{\mathrm{j}}$ determined by the following equation, which represent the preference of inhabitants about each service, set the ratio for the services.
3. Imitating Service Strategy (ISS): In each several simulation steps, set the best strategy of the government, which shows the best increase of the number of inhabitants during the steps in the whole area.

### 3.2 Inhabitant Agent Model

An inhabitant agent is represented as $c_{k}=\left\{V_{k}, P_{k}\right\}$, where $V_{k}$ represents the attractiveness of the region the agent $c_{k}$ has, and $P_{k}$ is probability of migration of $c_{k}$ to the other regions. The attractiveness $V_{k}$, is determined as follows:

$$
V_{k}=\sum_{j=1}^{5} \omega_{j} A_{j}-\omega_{6} T_{j}
$$

where, the preference weight $\omega_{\mathrm{j}}$ is the importance of the inhabitant to each service, and $\Sigma_{j=1}{ }^{6} \omega_{j}=1$.

In each simulation step, an inhabitant agent $c_{k}$ calculates the attractiveness from $A_{j}$ and $T_{i}$ the local government $l g_{i}$, shows, then compare the best attractive value $V_{\text {maz }}$, in the regions and the current attractive value $V_{\text {now }}$. The inhabitant agent $c_{k}$ moves from the current region to the other one with the probability $P_{k}$ determined by the following equation:

$$
P_{k}=1 /\left(1+\left(1 / P_{0}-1\right) \exp \left(-r\left(V_{\text {maz }}-V_{\text {now }}\right)\right)\right) .
$$

Changing the constant values of r and $P_{0}$, the simulator enables us to investigate the utility and easiness of the migration of inhabitants. The proposed model does not
include the information of the other properties such as age, sex, psychological, and economical conditions. These properties will be included into our model.

### 3.3 How the Agent-Simulator Works

We set initial values of inhabitant agent $c_{k}$ with uniform random values $\omega_{\mathrm{j}}, r$, and $P_{0}$, where $0.000<r, P_{0}<0.001$, and set the inhabitants agents randomly in the regions. The simulation step is depicted in Fig. 2 and summarized as follows:

1. A local government $\lg _{i}$, gets the information the amount of budgets the inhabitant agents want, the number of inhabitants, and the number of the increase/decrease of the population.
2. The government agent $l g_{i}$, provides the inhabitant agents with $T_{i}(t)$ and $\mathrm{A}_{i j}(t)$.


Fig. 2 Flow of the simulation model
3. An inhabitant agent $c_{k}$ makes the decision of migration with the probability $P_{k}$ based on the values of $V_{k}$ and the information which the government agent $l g_{i}$, provides to $c_{k}$.
4. Based on the value of $B_{i}(t)$, the government agent $\lg _{i}$ determines $A_{j}(t+1)$ and $\mathrm{T}_{i}(t+1)$.

## 4 Experiments and Discussions

Using the simulation model, we have conducted the following experiments. We set five local government agents and 5,000 inhabitant agents. At the first step, the same numbers of inhabitant agents (1,000 agents) are located in each region. We assume that one step of the simulation is corresponding to 1 year, and we will observe the changes of 30 years in each simulation. In order to evaluate the effects of different political strategies of the government agents, we set the six scenarios in Table 1 and the common parameter values in Table 2.

Table 1 Six simulation scenarios

| Scenario | $\lg _{1}(\mathrm{~A})$ | $\lg _{2}(\mathrm{~B})$ | $\lg _{3}(\mathrm{C})$ | $\lg _{4}(\mathrm{D})$ | $\lg _{5}(\mathrm{E})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Case1 | Fixed | Fixed | Fixed | Fixed | Fixed |
| Case2 | Residentsoriented | Residentsoriented | Residentsoriented | Residentsoriented | Residentsoriented |
| Case3 | Imitation | Imitation | Imitation | Imitation | Imitation |
| Case4 | Imitation | Residentsoriented | Residentsoriented | Fixed | Fixed |
| Case5 | Imitation | Imitation | Residentsoriented | Residentsoriented | Fixed |
| Case6 | Imitation | Imitation | Residentsoriented | Fixed | Fixed |

Table 2 Common parameter values for the experiments

| Parameters | Description | Values |
| :--- | :--- | :--- |
| $\|\mathbf{L G}\|$ | Number of local governments | 5 |
| $\mathbf{N}$ | Number of inhabitant Agents | 5,000 |
| $\left\|\mathbf{A}_{j}\right\|$ | Number of local common service set | 5 |
| $\alpha_{i}, \beta_{i}$ | Utility and easiness of the migration of inhabitants | $0.000-0.001$ |
| $\gamma_{j}$ | Constant parameter to represent the efficiency of service | 0.7 |

### 4.1 Experimental Results

In this subsection, we will show summarized statistical results of simulation runs and typical simulation results.

### 4.1.1 Statistics of the Experiments

For each scenario in Table 1, we have carried out 30 simulation runs. Figure 3 and Table 3 respectively summarize the average numbers of migrations of inhabitants and their standard deviations after 30 year simulation steps.

From Experimental results, Case 1, where all the local governments keep Fixed Service Strategy with uniformly random budget distributions at the initial step, has shown the highest number of migrations. This means that distributions of the budget causes the encouragement of individual decisions of migrations of the inhabitant agents. Figure 4 shows the changes of inhabitants. The inhabitant agents move frequently.

On the other hand, in Case 2 and Case 3, we have observed the smaller numbers of the migrations. Figures 5 and 6 show the simulation results. When the governments get the larger number of agents at earlier steps of the simulation, they tend to be only winners. In Case 2, we have set the conditions that local government


Fig. 3 Number of local migrations in each case

Table 3 The numbers of migrations and their standard deviations

| Scenario | Case1 | Case2 | Case3 | Case4 | Case5 | Case6 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Mean | 72.300 | 60.167 | 61.467 | 66.767 | 63.900 | 65.667 |
| SD | 8.655 | 7.571 | 8.170 | 7.417 | 8.450 | 7.563 |



Fig. 4 Results of Case 1 (color figure online)
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Fig. 5 Results of Case 2 (color figure online)
agents accept all the needs of the inhabitants. Therefore, the political strategies of the governments become to be similar to each other. In Case 3, because the local government agents have employed ISS, they have imitated the strategy, which wins the highest migrations of inhabitants. This has encouraged the uniform policies among the local governments.

In Cases 1, 2, and 3, the average numbers of migrations of inhabitants tend to be smaller, when the simulation steps proceed, because in such cases, all the governments will take the same strategies.

In Cases 4, 5, and 6, in order to uncover which strategies would be better to get the larger number of inhabitants, we will show the statistical results how the number of inhabitants would change. In these cases, the strategies of the government


Fig. 6 Results of Case 3 (color figure online)


Fig. 7 Results of Case 4 (color figure online)
agents are different from each other. From Figs. 7-9 and Tables 4-6, government agents with FSS tend to have the larger numbers of inhabitants. The phenomena are able to be explained that (1) inhabitants with biased preferences will migrate to the government with the unique policies of FSS, and that (2) governments with ISS will change the strategies to the better ones, where the governments take FSS, however, they have failed the strategies because the number of habitants have been already the smaller (Tables 4-6).


Fig. 8 Results in Case 5 (color figure online)


Fig. 9 Results in Case 6 (color figure online)

Table 4 Changes of inhabitants in each area of Case 4

| Scenario | $\lg _{1}(\mathrm{~A})$ | $\lg _{2}(\mathrm{~B})$ | $\lg _{3}(\mathrm{C})$ | $\lg _{4}(\mathrm{D})$ | $\lg _{5}(\mathrm{E})$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Mean | -14.933 | -9.667 | -8.467 | 16.867 | 16.200 |
| SD | 3.982 | 9.072 | 10.708 | 8.123 | 7.341 |

Table 5 Changes of inhabitants in each area of Case 5

| Scenario | $\lg _{1}(\mathrm{~A})$ | $\lg _{2}(\mathrm{~B})$ | $\lg _{3}(\mathrm{C})$ | $\lg _{4}(\mathrm{D})$ | $\lg _{5}(\mathrm{E})$ |
| :--- | ---: | :--- | ---: | ---: | ---: |
| Mean | -11.700 | -13.667 | -3.867 | 2.867 | 26.367 |
| SD | 10.373 | 6.5196 | 15.527 | 15.780 | 7.735 |

Table 6 Changes of inhabitants in each area of Case 6

| Scenario | $\lg _{1}(\mathrm{~A})$ | $\lg _{2}(\mathrm{~B})$ | $\lg _{3}(\mathrm{C})$ | $\lg _{4}(\mathrm{D})$ | $\lg _{5}(\mathrm{E})$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Mean | -15.700 | -15.200 | -2.233 | 18.333 | 14.800 |
| SD | 3.535 | 5.416 | 7.482 | 8.949 | 9.215 |

## 5 Proposal of Multiple-Layer Modeling

### 5.1 Issues of the Current VWIF Model

In the current VWIF model, a region concerned is never considered about the change in an immediate regional environment by the interaction and the movement of the residents, although these residents move mutually. The VWIF model excludes the increase of the amount of the budget caused by the changes of the number of residents. Therefore, the resident's movement is too sensitive with each public service. The service levels are decided by the local governments based on the budget allotment ratio.

However, the movement, which actually occurs in the real world, is caused by residents' interactions for example, economic activity, communications, and traffics in the region. In the real societies, such municipalitical phenomena usually happen as management of the environment conditions and/or the traditional characteristics of the region. As a result of such complex activities, an integrated demographic shift will occur. To cope with the issues, we will extend the model to Multiple-Layer Modeling (MLM).

### 5.2 Framework of MLM

Figure 10 depicts the conceptual framework of MLM. Compared with most of conventional agent-based models so far, in the artificial social environment, the model has several layers or worlds.

Each world is the place on which the agents make some activities. The one world is corresponds to Sugarscape [3], which consists of a lattice structure similar to the cellular automata The plural worlds are connected in the forms of the network structure. The agents in the one specific world are able to move to the other world based on the network structure. In order to simulate such social phenomena related to the demographic shifts described in the previous VWF model, we only determine (1) the agents' rules to select the world based on the rules of agent's interaction in one world.


Fig. 10 Conceptual framework of multiple-layer modeling

### 5.3 On Agents' Action Rules in the MLM Environment

In the MLM environment, the agents make some (living) activities in each layer or a world using their decision rules similar to the original VWF model. In addition to these actions, the agents are able to move among several layers or the worlds. This means that the agents have the additional decision rules to select the place on which they act.

The features of the simulation based on the MLM agents are summarized as follows: (1) Each individual agent has an internal state in a micro viewpoint, it acts to adjust the world autonomously, and it moves to the point where the information is exchange and the problem is solved, and (2) As a result, macro-level characters of the multi layered system emerge, and (3) The layered system environment with the agents and the agents' micro-level activities form so-called micro-macro link.

## 6 Concluding Remarks

This paper has presented a novel agent based simulation model to investigate the effects of "Voting with Feet" mechanisms proposed by Tiebout. The model includes local government agents, which determine budget policies about political services, and inhabitant agents, which makes migration decisions based on the service levels and tax systems of the governments. The simulation results are summarized as follows: (1) unique policies of each local government will results in
the encouragement of migrations of inhabitants, and convergence of the policies of the governments discourages the migrations; and (2) Cases with various strategies, the imitation service strategy will cause the decreases of inhabitants. These results suggest the deeper understandings about "Vote with Feet" mechanisms and the applicability of agent-based modeling to political decision making.

Furthermore, to cope with the defects of the model, we have describes the framework of Multiple-Layer Modeling. MLM is characterized by the integrated treatment of it of the process of the demographic shift, and the methodology and the meaning were considered.

Future work related on the research includes (1) validation of parameter settings, (2) the introductions of interactions among inhabitants on the decision making of migrations, (3) landscape analyses among various government policy scenarios, and (4) grounding the simulation results to the real world phenomena. The results will be presented elsewhere.
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## Part V Agent-Based Modeling of Good Societies

# Communities, Anti-Communities, Pan-Community as Social Order 

Yutaka Nakai


#### Abstract

A society of agents who can freely attack others or not inevitably evolves into a battling society (a "war of all against all"). We investigated whether the Friend Selection Strategies based on Attribute and Reputation in Group (FSS-ARG) lead to the emergence of social order. FSS-ARG require an agent to evaluate whether others are his "friends" or "enemies", based on whether others were peaceful or hostile to his group and whether others have the same attribute as his group or not. We carried out evolutionary simulations with FSS-ARG. As a result, we found that four types of social states, what we call "battling society", "communities", "anti-communities" and "pan-community", have emerged. For example, the "communities" consist of two mutually hostile communities, in each of which all members have the sane attribute and are friendly to all other members. So, the "communities" can remind us of Max Weber's "in-group/out-group morality".


Keywords A friend and an enemy • Community • Reputation • In-group morality • Evolutionary simulation

## 1 Introduction

How does social order emerge among individuals acting freely? This fundamental question in sociology was named the "problem of order" by T. Parsons [14]. For example, if people, as selfish individuals, could freely choose to attack or not to attack others, the society would inevitably change into a "war of all against all" (Hobbesian state). However, the real society is not in such a state and seems to have order. As an another example, if people could freely choose whether to pay taxes or not, everyone would want to receive public services without paying taxes

[^23]("free riders"), and as a result, nobody could receive public services. However, in the real society, public services are maintained by tax revenues. As is well known, a variety of solutions to this problem have been proposed. Typical examples are "central authority and social contract" [5], "institutionalization and internalization of norms" [14], "system rationality and reduction of complexity" [8], "mutual understanding based on communicative reason" [4], and "trust based on rational expectation" [3].

The Hobbesian state mentioned above has sometimes been described as a problem of generalized exchange (indirect reciprocity) under the 2-persons Prisoner's Dilemma (2PD). And, as solutions to the 2PD problem, a variety of "reputation theories" have been presented recently. These theories evaluate whether the other is good or bad on the basis of reputations about the other, and intend to establish social order by giving advantage to good persons or keeping them away from bad persons. They are interpreted as an altruistic strategy toward a selected good man, and are sometimes called "discriminator strategies" (DISC). As typical examples, we can see the following theories, "in-group altruistic strategy" [15], "imaging score strategy" [12, 13], "standing strategy" [7], and "strict discriminator strategy" [16].

Especially, Nakai and Muto [10, 11] studied an emergence of community (social order). In their study, strategies evaluating who is a "friend" and who is an "enemy" are called "Friend Selection Strategies" (FSSs). They were inspired by Carl Schmitt's "friend and enemy", but Carl Schmitt's "friend and enemy" and Nakai \& Muto's are different. C. Schmitt's "friend and enemy" were defined based on the race and religion, while Nakai \& Muto's were independent from them. That is, Nakai \& Muto's "friend and enemy" are quite liberal concepts.

As one of FSSs, which they call "us-TFT strategy", Nakai \& Muto proposed the strategy which requires agents to regard the other who attacked "us" as an enemy and the other who didn't as a friend. They pointed out that us-TFT leads to social order via the spontaneous formation of a community like a collective security system. However, the us-TFT strategy has some weak points, which are, for example, that the strategy doesn't work well in a large-scale society, and that it can't describe the dynamics between different groups. The former weak point is related to the concept of Nakai \& Muto's "us". Each us-TFT agent's "us" ("me" plus friends) is mutually different and an us-TFT agent evaluates the other on the basis of the other's actions toward the agent's "us". And, an us-TFT agent has to watch all others' actions toward him and his friends. Therefore, the larger his "us" becomes, the more difficult it is to watch all his friends' experiences, because of his limited capability.

## 2 The Friend Selection Strategies based on Attribute and Reputation in Group (FSS-ARG)

In order to overcome the weak points, we introduced the Friend Selection Strategies based on Attribute and Reputation in Group (FSS-ARG). The strategies are defined based on who is a friend and who is an enemy for "our group". We suppose that a group member informs other members of his own experience about who attacked
him, and participates in making reputations about others. That is, FSS-ARG don't require a member to watch a lot of persons' experience. So, FSS-ARG agents don't suffer from the us-TFT's problem in a larger society.

Following the concept of group, it seems to be natural for people, in evaluating others, to have the following viewpoints such as an attribute and an action.
(VP1) Attributes; "Is he a member of our group?" ("Does he have the same attribute as ours?")
(VP2) Actions; "Was he peaceful or hostile to our group?"
Then, from the viewpoints, we have an idea of four categories for others, as follows.
(OC1) The other who has the same attribute as ours, and attacked our group in the past (previous turn).
(OC2) The other who has the same attribute as ours, and didn't attack our group in the past.
(OC3) The other who has the different attribute from ours, and attacked our group in the past.
(OC4) The other who has the different attribute from ours, and didn't attack our group in the past.

By assigning a friend (" f ") and an enemy ("e") to each category, we have $16\left(=2^{4}\right)$ types of FSS-ARG strategies, as theoretical ones. Here, we express FSSARG strategies by the notation of XXXX, where X is " f " or " e " and each position of four X corresponds to above $(\mathrm{OC} 1) \sim(\mathrm{OC} 4)$ respectively (Fig. 1).

For example, a feee agent regards others who have the same attribute as his group and attacked his group as enemies, and others who the same attribute as his group and didn't attack his group as friends, while he regards anybodies who have the different attribute from his group as enemies, regardless of whether they attacked his group or not. And a fefe agent regards anybodies who attacked his group as enemies, and anybodies who didn't as friends. That is, his evaluations are independent of others' attributes.


Fig. 1 Friend selection strategies based on attribute and reputation in group (FSS-ARG)

## 3 Evolutionary Simulation of Peace

In order to examine whether FSS-ARG result in social order (peaceful state), we constructed an artificial society and carried out evolutionary simulations. In the artificial society, agents play the following "battle game".
(BG1) $N$ agents play the game.
(BG2) Each agent has a social perception of who is a friend and who is an enemy for him.
(BG3) In one battle game, each agent (agent $A$ ) meets $M$ other agents at random. ( $M$ stands for the "matching number" of one agent in one game.) Each agent (agent $A$ ) interacts with the other agent (agent $B$ ) one by one.
(BG4) $A$ (as a performer) attacks or doesn't attack $B$ (as a performed) on the basis of $A$ 's social perception of $B$. $A$ attacks $B$ if $B$ is $A$ 's enemy, and $A$ doesn't attack $B$ if $B$ is $A$ 's friend.
(BG5) If $A$ attacks $B, A$ obtains a payoff of 0.5 and $B$ loses a payoff of 3.0. Conversely, if $A$ doesn't attack $B$, both obtain and lose nothing (Fig. 2).

A typical instance of the battle game is a burglary. The performer obtains a payoff of 0.5 by stealing the performed's property, while the performed loses the same amount. The performed also suffers a loss of 2.5 due to physical and/or mental damages. To examine the result of the battle game, we assume two agents who interact reciprocally. Then, the payoffs in Fig. 2 result in the two-agent payoff matrix shown in Fig. 3 and, as seen easily, it is just a typical payoff matrix of the 2PD problem (the battle game can seen generalized exchanges under 2PD problem). This means that a battle game society has to fall into a battling society.

Here, we should note that the game's definition is incomplete - it doesn't include how to determine who is a friend and who is an enemy. Without this piece, an agent cannot interact with anybody at all. Then, agents adopt a friend selection strategy like FSS-ARG etc and play the battle game.

Now, we consider what strategies should be investigated in our evolutionary simulation. Here, let us remember that our essential interest is the effect of code, "a friend and an enemy", on the emergence of social order. Therefore, the code of a friend and an enemy "for me" seems the most simple and basic one, while


Fig. 2 Performer's and performed's payoffs


Fig. 3 Battle game's payoff matrix

FSS-ARG code is a friend and an enemy "for our group". From the viewpoint, Nakai and Muto [10] proposed what they called "My experienced-based Friend Selection Strategies" (MFSSs), as follows.
(MFSS1) ALL_D: the agent regards anybody as an enemy.
(MFSS2) me-TFT: the agent regards anybody who attacked himself as an enemy and anybody who did not as a friend.
(MFSS3) me-CWD: the agent regards anybody who attacked himself as a friend and anybody who did not as an enemy. (CWD stands for a "coward.")
(MFSS4) ALL_C: the agent regards anybody as a friend.
As seen easily, FSS-ARG are the group-based friend selection strategies and MFSSs the individual-based ones. And FSS-ARG can be regarded variants of MFSSs, because FSS-ARG are the complicated strategies made from MFSSs as basic strategies. So, we carried out the basic simulations with only MFSSs, and did also another simulation by adding FSS-ARG to MFSSs. The reason why strategies to be investigated are not limited to only FSS-ARG is that it seems strange to exclude a prior the basic strategies, MFSSs, from the simulation.

Now, the latter simulation with both FSS-ARG and MFSSs has the following merit. Even if we carry the simulation with only FSS-ARG except ffff \& eeee, and found out a social order due to a formation of community, nobody will be surprised, because all these strategies are group-based ones. Therefore, the simulation with both FSS-ARG \& MFSSs gives agents a chance to select strategies except groupbased strategies. It assure us of the validity to point out the emergence of social order due to a community.

In sum, we adopted 18 strategies except in the latter simulations (FSS-ARG and MFSSs overlap because both include ffff (ALL_C) and eeee (ALL_D). 16 FSS-ARG +4 MFSS -2 overlaps $=18$ strategies).

The society is composed of a number of agents. Each agent has his own strategy and inherent attribute (blue or red). Each simulation run is composed of a sequence of turns, and each turn consists of five phases: reputation, perception, action, selection, and mutation (Fig. 4).

In the reputation phase, each agent informs his group of who attacked him and the group makes the reputation of who is a friend or an enemy for the group.


Fig. 4 Evolutionary simulation of peace

In the perception phase, each FSS-ARG agent updates his social perception of "who is a friend and who is an enemy", on the basis of his own FSS-ARG strategy and the others' reputations in his group, with an occasional error noted by the "perception error rate" $\left(\mu_{p}\right)$. Each MFSS agent updates his social perception, on the basis of his own MFSS strategy and others' actions toward him. In the action phase, each agent plays the battle game following his updated perception. In the selection phase, the lower $R \%$ agents in payoffs abandon their strategies and adopt that of agents whose results were highest (We call $R$ the "reflection ratio"). In the mutation phase, a few agents are selected at random based on the "strategy's mutation rate" $\left(\mu_{s}\right)$. They abandon their strategies and adopt one of the 18 strategies at random.

At the 0th turn, all agents are assumed to have the ALL_D strategy and to perceive that all other agents are enemies, which expresses the state of "war of all against all." After many iterated turns, the superior strategies survive and the inferior ones fade away. We are interested in examining what strategy survives and leads to social order.

## 4 Emergence of Four Types of Social States

We carried out two simulations to investigate the effect of "a friend and an enemy for group" on the emergence of social order. As mentioned earlier, one examines what society evolves from only MFSSs and the other examines what society evolves from


Fig. 5 Turn-series of friend ratio (Upper: MFSSs, Lower: MFSSs and FSS-ARG). * Number of Agents: $N=40$ agents (Blue agents: 30, Red agents: 10), Matching Number of Agent in One Battle Game: $M=20$ agents, Reflection Ratio: $R=10 \%$, Perception Error Rate: $\mu_{p}=0 \%$, Strategy's Mutation Rate: $\mu_{s}=1 \%$
both MFSSs and FSS-ARG. The conditions of the two simulations are exactly the same, except for the strategies to be examined. The number of agents is $40(N=40)$ which are divided into 30 blue and 10 red agents, and the perception error rate is $0 \%\left(\mu_{p}=0 \%\right)$. The matching number is $20(M=20)$. The reflection ratio is $10 \%$ ( $R=10 \%$ ). The strategy's mutation rate is $1 \%\left(\mu_{s}=1 \%\right)$.

Typical results are seen in Fig. 5, which shows the turn-series of friend ratio.
The friend ratio is the average of all agents' friend ratios. The friend ratio of 1.0 corresponds to a perfectly peaceful society. The upper diagram shows the result of the MFSSs simulation and the lower shows the result of the MFSSs and FSSARG simulation. From the upper diagram, we can see that only MFSSs result in an instable society. And we can also find out an equilibrium corresponding to the Hobbesian state in almost all turns. In the lower diagram, in contrast, we can find out four types of social states as noted by "A", "B", "C", "D" in the diagram ("A" corresponds to the Hobbesian state). So, we can conclude that FSS-ARG have an effect on the emergence of peace to some extent.

Next, in order to examine what is going on in the equilibriums, we investigated the change in friendships among agents. For the purpose, we observed the network structure as the matrix form shown in Fig. 6. One line of a matrix is an agent's social perception, meaning who is a friend and who is an enemy. When agent $i$ regards agent $j$ as a friend, the element $(i, j)$ is expressed as a white cell. A square on a diagonal is important, because it indicates the emergence of a mutually friendly community where each member sees all other members as friends.


Fig. 6 Observation of relationships among agents


Fig. 7 Communities, anti-communities, pan-community

As a typical result, we have Fig. 7, which shows the followings.
(RLT1-1) The equilibrium " A " corresponds to one black square, which means a "war of all against all" (Hobbesian state).
(RLT1-2) The equilibrium " B " corresponds to two black squares on the diagonal. It means that all members with the same attribute are mutually hostile, while two different communities are peaceful for each other. We call the state "Anti-Communities".
(RLT1-3) The equilibrium " $C$ " corresponds to two white squares on the diagonal. It means that all members with the same attribute are mutually friends, while two different communities are hostile to each other. So we call the


Fig. 8 Distribution ratio of prevailing strategies (Upper: eefe strategy, Middle: feee strategy, Lower: fefe strategy)
state "Communities". Almost all blue (red) agents form what we call a blue (red) community, where each blue (red) agent sees all other blue (red) agents as friends.
(RLT1-4) The equilibrium " $D$ " corresponds to one white square. It means that all persons are mutually friends, regardless of their attributes. There aren't communities and anti-communities, and a whole society becomes one community. So we call the state "Pan-Community".

Finally, in order to understand what strategies cause the states, we observed key strategies in each state. Diagrams in Fig. 8 show the distribution ratio of prevailing strategies. The ratios were plotted together with turn-series of friend ratio. From these diagrams, we have the following findings.
(RLT2-1) ALL_D agents hold the Hobbesian state. We call it "battling society". (RLT2-2) The feee agents hold communities. We call them "feee communities".
(RLT2-3) The eefe agents hold anti-communities. We call them "eefe anticommunities".
(RLT2-4) The fefe agents hold a pan-community. We call it "fefe pan-community".

## 5 Discussions

First, the characteristics of a feee community are as follows.
(FEEE1) A feee community shows the in-group reciprocity. A member who attacked his own group is always regarded as a common enemy.
(FEEE2) A feee community shows the out-group hostility. A member unconditionally attacks anybody of a different group.

Therefore, a feee community can be interpreted as the political system showing the in-group reciprocity and out-group hostility by using the group's common attribute as a symbol of community. And it seems to be interesting in the sense that the attribute comes to have the practical meaning, while it was defined as just a formal symbol.

Previous studies pointed out that group identification increases cooperation under NPD situation [2,6,9]. Especially, the minimal manipulation of group identification with abstract and vague similarities can increase cooperation rather than discussions among members [1]. These indicate that the group identification using a common symbol can foster cooperation. Although the previous studies' interests are different from ours (the former is NPD problem and the latter is 2PD problem), their findings show a degree of consistency to ours.

In addition, our results also show a similarity to Max Weber's "in-group/outgroup morality". As well known, Max Weber derived it from considerations on religious communities, while feee communities don't result from religion. So it is difficult to regard Weber's finding as just a good example of a feee community. But it seems interesting that both Weber's community and a feee community have the common characteristic of unconditional hostility to aliens, which reminds us of a kind of nationalism.

Next, a fefe pan-community shows indiscriminative reciprocity, which means that a fefe agent never pay attention to others' attributes and sees others hostile to him as enemies and others peaceful for him as friends. In other words, an attribute loses a practical meaning in a fefe pan-community. In this sense, a fefe pan-community reminds us of a kind of liberalism.

In the end, an eefe anti-community shows the in-group hostility and out-group reciprocity, which are opposite to the feee community's case. And it seems difficult to point out good examples corresponding to an anti-community in the real world. So, an eefe anti-community can be interpreted as just a theoretical state, like an imaginary solution of a high-powered equation.
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# Bayesian Analysis Method of Time Series Data in Greenhouse Gas Emissions Trading Market 
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#### Abstract

This paper proposes the Bayesian analysis method (BAM) to classify the time series data which derives the complicated phenomena in the international greenhouse gas emissions trading. Our investigation compared the results using the method of Discrete Fourier transform (DFT) and BAM. Such comparisons have revealed the following implications: (1) BAM is superior to DFT in terms of classifying time series data by the different distances; and (2) the different distances in BAM show the importance of $1 \%$ influence of emission reduction targets.
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## 1 Introduction

Working toward the reduction of their carbon emissions, many nations have set their greenhouse gas emissions reduction targets based on the Kyoto Protocol [1]. The Kyoto Protocol is an international agreement linked to the UNFCCC to reduce the greenhouse gas from 2008 to 2012 in the world. At present, many nations discuss the international agreement of post-Kyoto Protocol. To achieve the targets, buyers and seller of many nations transact with the emission rights in the international greenhouse gas emissions trading market. However, since it is naturally difficult for nations to achieve effective emissions trading, the compliance mechanism as rule were established by the Kyoto Protocol. Such investigations are very important

[^24]because the emissions trading affects the market price of the trading, enabling participating nations decide a bid under the various uncertainties such as domestic and foreign information in greenhouse gas emissions trading. To investigate such effect of the compliance mechanism, an agent-based simulation has the great potential to analyze dynamic phenomena caused by nations participating [2]. (Hereafter, we employ the term "ABS" instead of the term "agent-based simulation"). In particular, ABS of participating nation, an analysis of the market price by the various conditions [3, 4], e.g., the time series data of the market price fluctuation show the upward and downward trend, and continue and stop the market price [5]. The analysis method uses traditional regression methods on the time series data to find the knowledge of phenomena and forecast the future price. Since a future phenomenon is uncertain, it is important to compare the time series data before investigating the relationship between a dependent variable and independent variable.

However, the time series data is difficult to completely explain a complicated phenomenon of the price fluctuation in the emissions trading. To overcome this problem, the recent research classified the time series wave data by paying attention to its' frequency, and used Discrete Fourier transform to analyze time series data calculated in ABS [6]. This analytical method using Discrete Fourier transform assumes the stationary process, i.e., some pattern of the time series data. (Hereafter, we employ the term "DFT" instead of the term "method using Discrete Fourier transform").

However, since the time series data include various properties, we cannot assume the stationary process, i.e., we should assume the non-stationary process of the time series data with uncertain pattern of the time series data. To tackle this issue directly, this paper proposes the Bayesian analysis method which classifies the multiple time series data in the greenhouse gas emissions trading as the non-stationary process, and aims at investigating the effectiveness of BAM. (Hereafter, we employ the term "BAM" instead of the term "Bayesian analysis method").

This paper is organized as follows. Section 2 explains the analytical methods of DFT and BAM, and Sect. 3 explains the ABS model of participant nations in the international greenhouse gas emissions trading market. Experiments are reported in Sect.4. Section 5 discusses the analytical method using the simulation results. Our conclusions are given in Sect. 6.

## 2 Analytical Methods of Time Series Data

### 2.1 Overview of DFT

DFT [6] is an analytical method depending on the viewpoint of sharp fluctuation from the time series data. The method assumes the time series as pink noises or 1/f noises. This method converts the time series data from the time domain to the frequency domain by using FFT (Fast Fourier transform). Only the first few coefficients are retained to extract the low frequency as the features of the time series data. The brief sequence of DFT is summarized as follows.

1. DFT extracts the multiple time series data from the market price of simulation results within Hamming windows.
2. DFT converts the multiple time series into Fourier coefficients.
3. The low-pass filter is executed to get sharp fluctuation of the time series data from Fourier coefficients.
4. DFT extracts only the first few Fourier coefficients after low-pass filter, and gets distribution by the statistical calculation of the mean and the variance of them.
5. DFT classifies the multiple distribution using the procedure described in Sect. 2.3.

What should be noticed here is that the length of time series data in DFT is fixed to use Fast Fourier transform.

### 2.2 BAM

BAM is an analytical method depending on Bayes' theorem [7]. Bayes' theorem combines four components of the next elements, i.e., prior distribution, new data, analytical model, posterior distribution [8]. We assume the nonlinear phenomena since the market price is complicated phenomenon. BAM update posterior distribution as estimates of the evidence of the hypotheses of non-stationary process by combining the prior distribution and the data under each parameter in ABS. BAM extracts the distribution from the time series data of market price. The brief sequence of BAM is summarized as follows.

1. BAM employs the model of Gaussian distribution corresponding to the hypothesis of non-stationary process.
2. BAM sets the uninformative distribution of the market price as the prior distribution. We employ very wide normal distribution of the prior distribution (i.e., mean of zero, standard deviation of 1,000 ).
3. BAM gets the multiple time series data from the market price of simulation results as new data.
4. BAM calculates the posterior distribution of the market price fluctuation on Bayes' theorem.
5. BAM classifies the multiple distribution using the procedure described in Sect. 2.3.

To understand the above sequence, (1) indicates the posterior distribution $p(\theta \mid y)$ as follows. BAM in this paper assumes analytical model of Gaussian distribution.

$$
\begin{equation*}
p(\theta \mid y) \propto \exp \left(-\frac{1}{2}\left[\frac{1}{\tau_{0}^{2}}\left(\theta-\mu_{0}\right)^{2}+\frac{1}{\sigma^{2}} \sum_{i=1}^{k}\left(y_{i}-\theta\right)^{2}\right]\right) \tag{1}
\end{equation*}
$$

In the above equation, $y_{i}=\left(y_{1}, \ldots, y_{k}\right)$ indicates the number of $k$ from time series data of ABS. $\mu_{0}$ and $\tau_{0}^{2}$ indicates the mean and the variance of prior distribution.
$\theta$ and $\sigma^{2}$ indicates the mean and the variance of time series data of ABS such as new data. This analytical method infers posterior distribution $p(\theta \mid y)$ depending on Bayes' theorem from the prior distribution and new data.

### 2.3 Classification Method Using Distribution

The distance measure and the visualization technique were proposed as a part of the quantitative method using DFT [6]. This method visualizes the similarities among multiple distributions of the market price by calculating the distance among the distribution. This method is a common procedure after DFT and BAM. The brief sequence of classification using distribution is summarized as follows.

1. The method measures the distance between two distribution of the market price using the Mahalanobis generalized distance.
2. The method sets the distance matrix using distance between two distributions.
3. The method visualizes a geometric space of a low dimensionality using Multidimensional scaling.

To understand the above sequence, (2)-(5) indicate Mahalanobis generalized distance [9], the within-class covariance matrix, the distance matrix, and the twodimensional space, respectively.

Mahalanobis generalized distance is shown to be a measure of distance between two distributions. It is the correlations of two distributions, and is scale-invariant. Mahalanobis generalized distance defined as follows.

$$
\begin{equation*}
D_{M}^{2}\left(m_{1}, m_{2}\right)=\left(m_{1}-m_{2}\right)^{t} \Sigma_{w}^{-1}\left(m_{1}-m_{2}\right) \tag{2}
\end{equation*}
$$

In the above equation, $m_{1}$ and $m_{2}$ are mean vectors of two distributions and $\Sigma_{w}$ refers to the within-class covariance matrix defined as follows.

$$
\begin{align*}
\Sigma_{w} & =\sum_{i=1,2} P\left(\omega_{i}\right) \Sigma_{i} \\
& =\sum_{i=1,2}\left(P\left(\omega_{i}\right) \frac{1}{n_{i}} \sum_{x \in \omega_{i}}\left(x-m_{i}\right)\left(x-m_{i}\right)^{t}\right) \tag{3}
\end{align*}
$$

In the above equation, $P\left(\omega_{i}\right), n_{i}$, and $x$ are a priori probability, the number of patterns of in class $\omega_{i}$, and feature vector in class $\omega_{i}$, respectively. If the number of samples (simulation results) in classes $\omega_{1}$ and $\omega_{2}$ are identical, then the relation $P\left(\omega_{1}\right)=P\left(\omega_{2}\right)=\frac{1}{2}$ holds.

This comparison method measures the distance between every two distributions by constructing a distance matrix shown in (4). Here, $d_{i j}$ represents the distance between distributions $i$ and $j$ of the market price; further, $d_{i j}=d_{j i}$ and $d_{i i}=0$.

$$
M_{d}=\begin{gather*}
 \tag{4}\\
1 \\
\vdots \\
n
\end{gather*}\left(\begin{array}{cccc}
1 & 2 & \cdots & n \\
0 & d_{12} & \cdots & d_{1 n} \\
d_{21} & 0 & \cdots & d_{2 n} \\
\vdots & & \ddots & \vdots \\
d_{n 1} & d_{n 2} & \cdots & 0
\end{array}\right)
$$

To visualize in a geometric space of a low dimensionality from multiple distance matrix, this method converts two-dimensional space of (5) from (4) using Multidimensional scaling [10]. Using this visualization technique, the position on the coordinate shows the distance between different distributions as follows.

$$
\left.\begin{array}{c} 
\\
1  \tag{5}\\
2 \\
2 \\
\vdots \\
n
\end{array} \begin{array}{cc}
1 & 2 \\
m s_{1 x} & m s_{1 y} \\
m s_{2 x} & m s_{2 y} \\
\vdots & \vdots \\
m s_{n x} & m s_{n y}
\end{array}\right)
$$

In the above equation, $m s_{i x}$ and $m s_{i y}$ represent the X axis and the Y axis of the distributions $i$ of the market price on the coordinate, respectively.

## 3 Model

### 3.1 Model of Participant Nations in Emissions Trading

The agents in our model [5] was designed as the participant nations that agree with Kyoto Protocol. Our model is composed of a lot of agents that buy and sell their emission rights to achieve their emission reduction targets, which determines the market price as shown in of Fig. 1. Using this ABS, we can analyze the time series data of this market price from the viewpoint of the market price fluctuations. Concretely, the agents select their own actions from the possible alternatives (i.e., the buying, selling, and domestic emission reduction) every month (time), and the result derived by the selected actions is evaluated every commitment period defined by 5 years $T$ as the same as the real international emission trading.

In our ABS, the agent consists of the two components (i.e., the rule set composed of a lot of state-action pairs and the evaluation function that the agent (participant nation) calculates the reward from his action) and two valuables (i.e., the emission right and the amount of emission that the agent (participant nation) generates in his country) as shown in Fig. 2. Since the agents aim at achieving their targets through the emission trading or reducing their own domestic emission, we employ the reinforcement learning [11] that enables the agents to maximize them reward defined by the successful degree of the emission trading. Concretely, Q-learning [12] is employed as the one of the major reinforcement learning mechanisms. The brief sequence of Fig. 2 is summarized as follows.


Fig. 1 Participant nation and emissions trading


Fig. 2 Decision-making of participant nation (agent): that shows a brief decision-making sequence (1)-(4). (1) The agent recognizes a state of the market price, the amount of emission and the emission rights. (2) The agent selects an action based on the rule set of the state. (3) The action shows the bid in market trading and reduces the domestic emissions. (4) The rule set changes priority according to the reward

1. State acquisition The agent recognizes the market price, its amount of emission, and its emission right.
2. Action selection by rule set The agent determines one action from the rule set by selecting either of buying/selling the emission right or reducing the domestic emission to achieve the reduction target.
3. Buying/selling in the emission trading or reducing the domestic emission When deciding to buy or sell the emission right, both buying and selling prices of the agents are determined by the auction mechanism. When deciding to reduce the domestic emission, on the other hand, the amount of emission is reduced in the country of the agents.
4. Changing the weight of rule set When buying or selling the emission right, the agents evaluate their amount of the emission rights changed by the buying and selling transaction, and updates the weight of the selected rule according to the evaluation function. When reducing the domestic emission, on the other hand, the agents evaluate their amount of emission and update the weight of the selected rule according to the evaluation function. We employ the Q-learning mechanism to update the weight of them as follows.

$$
\begin{equation*}
Q\left(s_{t}, a_{t}\right) \leftarrow Q\left(s_{t}, a_{t}\right)+\alpha\left[r_{t+1}+\gamma \max _{a \in A\left(s_{t+1}\right)} Q\left(s_{t+1}, a\right)-Q\left(s_{t}, a_{t}\right)\right] \tag{6}
\end{equation*}
$$

In the above equation, the current weight and next weight indicate $Q\left(s_{t}, a_{t}\right)$ and $Q\left(s_{t+1}, a\right)$. The learning rate $\alpha(0 \leq \alpha \leq 1)$ indicates the ratio of the learning speed, while the discount rate $\gamma(0 \leq \gamma \leq 1)$ determines how the reward should be considered in the t -th month by multiplying $\gamma^{t-1}$ to discount it.

### 3.2 Compliance Mechanism

The compliance mechanism of Kyoto Protocol is employed in the real emission trading market to promote the participant nations to reduce their greenhouse gas emission. Since Kyoto Protocol establishes legally the binding commitment for reducing the greenhouse gases, the participant nations that agree with Kyoto Protocol have to set their own emission reduction targets to achieve them. To evaluate the achievement of the emission reduction targets of the participant nations, the compliance mechanism checks the participant nations by comparing its emission right with its amount of emission at the commitment period of 5 years.

There are two kinds of the compliance mechanism of Kyoto Protocol [13]. Firstly, the compliance mechanism reduces the amount of the assigned emission right of the participant nations that cannot achieve their targets in the current commitment period. Secondly, it prohibits the participant nations that cannot achieve their targets to sell the emission right to other participant nations in the next commitment period. Since the target can be achieved not only by buying the emission right from other participant nations but also by directly reducing the domestic gas emission, the participant nation has to decide either of actions (i.e., the emission right purchase or the domestic gas emission reduction). Concretely, the amount of emission and the emission right of every 5 years are calculated as follows, where $T$ and time indicate 5 years (corresponding to 60 months) and 1 month, respectively.

$$
\begin{gather*}
\text { Tof }_{T}=\sum_{\text {time }=1}^{T} \text { Emission }_{\text {time }}  \tag{7}\\
\text { TofER }_{T}=\sum_{\text {time }=1}^{T} \text { Right }_{\text {time }} \tag{8}
\end{gather*}
$$

In the above equation, $\operatorname{Tof} E_{T}$ and $\operatorname{TofER} R_{T}$ indicate the total summation of the month carbon emission Emission $_{\text {time }}$, and the total summation of the month emission right Right ${ }_{\text {time }}$ during the commitment period $T$ (i.e., 5 years), respectively. When the amount of emission of the participant nations does not exceed the emission right in the current commitment period, the ordinary emission trading (i.e., the buying, selling the emission right and reducing their domestic carbon emission) can be carried out in the next commitment period.

The greenhouse gas emission of the participant nation in the $t$-th month Emission $_{\text {time }}$ and the emission right of the participant nation in the t -th month Right $_{\text {time }}$ are respectively defined as the following equations (9), (10) and (11).

$$
\begin{gather*}
\text { Emission }_{\text {time }}=E_{\text {time }}-D R_{\text {time }}  \tag{9}\\
\text { Right }_{\text {time }}=A A U_{\text {time }} \pm E T_{\text {time }}  \tag{10}\\
A A U_{T}=\text { Eyear }_{1990} \times 5 \times\left(1+\text { Target }^{1+T}\right. \tag{11}
\end{gather*}
$$

In these equations, $E_{\text {time }}$, and $D R_{\text {time }}$ indicate the carbon emission generated in the $t$-th month, and the amount of the carbon domestic reduction by the participant nation in the t-th month, respectively. $A A U_{\text {time }}$ and $E T_{\text {time }}$ indicate the t-th month of the assigned amount unit of the emission right (i.e., $A A U_{T} \div 60$ month ), and the buying and selling results in the t-th month emission trading, respectively. Finally, $A A U_{T}$, Eyear $_{1990}$, and Target indicate the assigned amount unit of the emission right of 5 years, the amount of emission in the base year (1990), and the carbon emission reduction target of the participant nations, respectively.

## 4 Experiments: Comparison of DFT and BAM

### 4.1 Setting

This paper investigates the times series data of the market price from the viewpoint of an influence of both the compliance mechanisms and emission reduction targets from -1 to $-10 \%$. To classify the times series data of market price with DFT and BAM, all agents in the experiments have the same emission reduction targets of which are investigated under the compliance and non-compliance mechanisms using the parameters as shown in Table 1.

Table 1 Parameters of participant nation, compliance mechanism, Q-Learning

| Parameter | Value |
| :--- | :--- |
| Number of participant nations | 39 |
| Emissions of base year Eyear $_{1990}$ | 1,000 |
| Emissions of 1 month $E_{\text {time }}$ | 65 |
| Rate of penalty reduction Pdeg | 1.3 |
| Learning rate (step-size parameter) $\alpha$ | 0.1 |
| Discount rate $\gamma$ | 0.9 |
| $\varepsilon$ (for $\varepsilon$-greedy action selection ) | 0.2 |

In Table 1, the number of participant nations is set as 39 according to Kyoto Protocol, i.e., the participant nations of the post-2012 including U.S.A. Eyear ${ }_{1990}$ indicates the amount of emission in 1990s data and $E_{\text {time }}$ indicates the amount of emission generated by one nation. Finally, the rate of the penalty reduction Pdeg is set according to Kyoto Protocol. Note that Eyear 1990 and $E_{\text {time }}$ are tentative value, but such variable setting is enough to investigate the tendency of the emission trading market. For the parameter setting of reinforcement learning, the learning rate $\alpha$, discount rate $\gamma$ and $\varepsilon$ for the $\varepsilon$-greedy action selection are set as shown in Table 1 which were checked in advance to converge Q -tables of the agents.

The simulation results are averaged from ten runs of simulations. In one run, the simulations are conducted until 10,000 iterations (which corresponds to 700 months in one iteration) to converge Q -tables of the agents.

### 4.2 Experiment Results

Figures 3 and 4 show the classification of the multidimensional scaling using DFT and BAM and the time series data. The top graph of Fig. 3 and the right graph of Fig. 4 show the distance of ratio to the standard distance between " $n-1$ " and " $n-2$ " within DFT and BAM. The bottom graph of Fig. 3 and the left graph of Fig. 4 show the time series data of the price of the emission right (market price). In Figs. 3 and 4, " n " denotes the non-compliance mechanism, while " c " denotes the compliance mechanism. The "number" denotes the reduction targets. For example, " c-10" denotes simulation result of the reduction targets $-10 \%$ with compliance mechanism.

From the top graph of Fig. 3, the experiment results of DFT and BAM obtain the following implications through the scatter diagram. Each graph show 20 points on the coordinate of the two-dimensional space. These graph show the similar distance and the dissimilar distance between distributions from the different wave of the multiple time series data by the 20 parameters.

We compare the time series data from the viewpoint of DFT and BAM in Fig. 3. The results of c-8 and c-9 show different distance of the price fluctuation in DFT, BAM and time series data. DFT shows the short distance, while BAM shows the long distance. In the time series data up and down fluctuation occurs at 450 times in c- 9 , while such fluctuation does not occur at 450 times in c-8.


Time series data


Fig. 3 Comparison of DFT, BAM and Time series data: The top graph show the distance of ratio to the standard distance between " $\mathrm{n}-1$ " and " $\mathrm{n}-2$ " within DFT and BAM. The bottom graph shows the time series data of the price of the emission right (market price)


Fig. 4 Comparison of Time series data and BAM: The right graph show the distance of ratio to the standard distance between " $\mathrm{n}-1$ " and " $\mathrm{n}-2$ " within BAM. The left graph shows the time series data of the price of the emission right (market price)

In order to investigate the effect of BAM, we compare the multiple time series data from the viewpoint of BAM in Fig. 4. Figure 4 shows BAM and time series data which adds the result of c-7 in Fig. 3. Since c-7 and c-8 show similar upward
trend of market price, the distance between c-7 and c-8 is shorter than the distance between c-8 and c-9. While c-9 shows big fluctuation at 450 times.

## 5 Discussion

In Sect. 4.2, Fig. 3 shows the classification of time series data of market price using DFT and BAM. Although, we regard the price fluctuation as a complicated phenomena in the emissions trading, the analytical methods of DFT and BAM show different results. We discuss this issue in Figs. 3 and 4, respectively.

When we pay attention to 450 times in Fig. 3, the time series data shows the up and down fluctuation in c-9 while such fluctuation does not occur in c-8. DFT does not show the long distance from the upper left figure, because this fluctuation is calculated as an average of the frequency of the market price. In comparison with DFT, BAM shows the long distance, because BAM succeeds to find the sharp fluctuation of the market price by predicting the future distribution of the market price as the posterior distribution. In addition, BAM shows 20 point on the coordinate from 20 parameters, while DFT shows ten point on the coordinate from 20 parameters. This is because a point shows multiple parameters on the same coordinate by DFT. For example, one point show the same coordinate of " $n-2$ ", " $n-3$ ", " $n-4$ ", and " $n-7$ " by DFT. However, a point shows parameters of one on the coordinate by BAM. From these results, BAM is superior to DFT in terms of classifying time series data by the different distances.

When we pay attention to the distance between parameters of simulation using BAM in Fig. 4, $1 \%$ difference between -8 and $-9 \%$ of the emission reduction targets gives the larger influence to the fluctuation of the market price. In the same way, $1 \%$ difference between -7 and $-8 \%$ of the emission reduction targets gives the smaller influence to the fluctuation of the market price. From these results, BAM shows $1 \%$ difference between parameters of emission reduction targets at each coordinates. Therefore, we can measure the fluctuation of $1 \%$ difference as the dissimilar distance between distributions from the different wave of the multiple time series data.

The following issues should be pursued in the near future: (1) an investigation to classify the time series data of different ABS ; and (2) an investigation of guideline of analysis feature and function according to BAM. First, we can classify the distance between distributions from the different wave of the multiple time series data of same ABS. On the other hand, we donot classify them of different ABS. However, since BAM addresses the different wave of the multiple time series data, BAM is possible to measure the distance between distributions from the different wave of the multiple time series data of different ABS. Second, although DFT and BAM classify the different distance from the multiple time series data, we donot explain the analysis feature and function according to the different distance by DFT and BAM.

## 6 Conclusion

This paper proposed Bayesian analysis method (BAM) to classify the time series data which derives the complicated phenomena in the international greenhouse gas emission trading. Our investigation compared the classification of time series data at the distances using DFT and BAM. These revealed the following remarkable implications: (1) BAM is superior to DFT in terms of classifying time series data by the different distances; and (2) the different distances in BAM show the importance of $1 \%$ influence of the emission reduction targets and compliance mechanism. In addition, we need the other analytical method to classify the the different wave of the multiple time series data, since the times series data of market price is the complicated phenomena. ABS also needs analytical method to classify the the different wave of the multiple time series data, and to explain the price fluctuation as a complicated phenomena in the trading market.

The following issues should be pursued in the near future: (1) an investigation to classify the time series data of different ABS; and (2) an investigation of guideline of the analysis feature and function according to BAM.

## Appendix

DFT and BAM used the following time series data in Fig. 5.


Fig. 5 Time series data of 20 parameters: It is the time series data using analysis of DFT and BAM
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# Large Scale Crowd Simulation of Terminal Station Area When Tokai Earthquake Advisory Information Is Announced Officially 

Qing-Lin Cui, Manabu Ichikawa, Toshiyuki Kaneda, and Hiroshi Deguchi


#### Abstract

On the assumption of advisory information concerning an imminent Tokai earthquake being officially announced, as a case example we developed a LSCS (Large Scale Crowd Simulator) for the Nagoya Station area, where several terminal stations are concentrated; in the model, agents played people on their way home, and such factors as the routes selected by agents and the spatial restrictions, e.g. passages, were taken into consideration. Basic on SOARS (Spot Oriented Agent Role Simulator) platform, we conducted a large-scale crowd simulation with 160,000 agents and analysis the change of space density in 1 h to compare to the estimates given by Nagoya City, we analysis the result and also refer to LSCSver1.0 for implementing much higher functions.
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## 1 Introduction

At present the Japanese Government has designated the possibility of a Tokai earthquake as the only example of a predictable earthquake. In 2004, the Meteorological Agency newly added "advisory information" assuming a predictable case. Advisory information will first be officially announced, followed later by a public "warning". The municipality of Nagoya expects all people, commuters and the like to return to their homes immediately. It is reasonable to make the area

[^25]around a large-scale terminal station, such as Nagoya Station, due to the massive numbers of people all returning home simultaneously; such a situation requires the application of measures to prevent crowd accidents [1].

We first do the research with a maximum scale of 6,000 people, employing cell-spatial-type agent-based simulation [2-4] and the process of such an increase and measures to prevent accidents is possible. But it is difficult to deal with 100,000 pedestrians. As a kind of network-type agent-based simulation, we conducts LSCS (Large Scale Crowd Simulator) with 160,000 agents. This time we main to analyze the congestion of complicated flows around terminal stations.

Therefore, beside the model, this research uses a spatial model for the Nagoya Station area where five railway lines converge, the research measures density at each space throughout the simulation. The research demonstrates a process in which the spatial distribution of crowd density is changing, and examines the density distribution and the tendency of changes according to different cases, e.g. flow coefficients or origin-destination data. We also examine the crowd processing performance of station and use the application of measures for crowd management.

## 2 A Framework of the Simulation

### 2.1 Characteristics of the Model Employed in the Research

To handle a large-scale crowd simulation, the research introduced two characteristics into the model. Firstly, the entire space was divided into partial spaces called spatial spots, and was not divided into cells, and a link connecting a spatial spot with an adjacent spatial spot was established; a model with this structure (spatial-spot type model) was used. This is a kind of a network-type model and has a characteristic where nodes are given spatial attributes. As a reported case study employing a model that introduced spatial attributes to nodes, the process analysis of infectious disease dissemination under typical daily activities in urban areas is well known [5].

The second characteristic is that this model includes interactions between actors; more specifically, a pedestrian selects their own walking route and this changes the density and affects other pedestrians when they select their own walking route. As a simulation that dealt with such agents, a research has been carried out that examined evacuation, which is mainly unidirectional flow [6]; however, no research has been reported that examined complicated flows such as transfers between terminal stations.

In addition, the simulation conducted in the research employed SOARS (Spot Oriented Agent Role Simulator) as a platform that has strong advantages in spotagent representation and enables us to run large-scale agent simulation.
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Fig. 1 Overall structure of the simulation

### 2.2 An Outline of the Model and Framework of the Simulation

The model used for the research consists of pedestrian agents and a spatial model. The spatial model is classified into two types of spatial spots (hereinafter, simply referred to as "spot"): internal spot S , inside the station, and external spot O , outside the station, and T , the inside of a train, and P , the platform.

Figure 1 shows the overall structure of the simulation. Firstly, before starting the simulation, pedestrian agents are given attributes to follow when they decide a walking route. In accordance with in-flow and movement conditions, and their assessment of a destination, agents walk from a departure point to their final destination by moving within and between spots.

A spatial spot records any pedestrian agent that exists within the spot and each of their steps, and based on the data it calculates the density of the spatial spot, and the distance moved per step of a pedestrian agent. Spatial spots have spatial attribute parameters and pedestrian agents have route selection rules.

## 3 Production Design of LSCSver.1.0

### 3.1 Details of the Model

This section describes details of the model from two points of view - for each of the spots and pedestrians - and then, explains the computing process by spots and the behavior rules of pedestrians.

Spatial spots. The model used for the research consists of pedestrian agents and a spatial model. The spatial model is classified into two types of spatial spots: internal spot $S$, inside the station, and external spot O , outside the station, and spot T , the inside of a train, and spot P , platform. Spot has length $\mathrm{L}_{\mathrm{m}}$ and width $\mathrm{W}_{\mathrm{m}}$; this is approximated by a rectangular space with an area of $\mathrm{L}_{\mathrm{m}}{ }^{*} \mathrm{~W}_{\mathrm{m}}$.


Fig. 2 Nagoya station area spatial model expressed as spatial spots

Spatial Model of Nagoya Station area. For the research, the Nagoya Station area are made by 5 T -spot, 5 P -spot, 9 O -spot and 30 S -spot which shows the spatial model representing by Fig. 2.

Pedestrian agents. Spots O and T have random variables $\mathrm{w}_{1}$ and $\mathrm{w}_{2}$ which belong to the agent $\mathrm{u} \in \mathrm{C} . \mathrm{w}_{1}$ is a random variable for determining a starting point, and $\mathrm{w}_{2}$ is a random variable for determining the destination of an agent who departs from that starting point.

A pedestrian agent selects the shortest route without the change of density from their starting point to the ending point.

### 3.2 Assessment of the Shortest Distance

Concerning the calculation of a distance, firstly it is assumed that there is a node in the center point of a crossover spot expressed as a rectangle. As a method to search for the shortest route, Dijkstra's method [7] (label-setting method) is used. The found shortest route is set as the basic walking route of an agent.

### 3.3 Rules Concerning Movement of Pedestrian Agents

This section describes the method to calculate assessment indicators, which affect walking and route selection, and the overall process.

Rules for movement within a spot. When a pedestrian agent enters in spot $S_{m}$, the agent reads an $\mathrm{L}_{\mathrm{m}}$ value of spot $\mathrm{S}_{\mathrm{m}}$. Movement distance for each step $\Delta \mathrm{L}$ is given by (1).One of the most influential to affect the speed is considered to be density. A straight line model measured by an actual measurement experiment for two-way flows, and an estimate equation of walking speed V is given by (2).

$$
\begin{align*}
\Delta L & =V \times T  \tag{1}\\
V & =a \times \rho+V_{0}  \tag{2}\\
\Delta L & =\left(a \times \rho+V_{0}\right) \times T \tag{3}
\end{align*}
$$

Here, T: Time/step (s/step), $\Delta L$ : Movement distance/step (m/step), V: Walking speed $(\mathrm{m} / \mathrm{s}), \rho$ : density (people $/ \mathrm{m}^{2}$ ), $\mathrm{V}_{0}$ : Standard walking speed, a: Parameter
$\Delta \mathrm{L}$ is added to L , the distance which an agent has already moved within a spot.
When $\mathrm{L} \geq \mathrm{L}_{\mathrm{m}}$, movement within the spot ends.
Set values for $\mathrm{V}_{0}$ and a differ according to one-way or two-way flow. In addition, in two-way flow the set values differ according to the ratio of pedestrians moving in the opposite direction (Table 1).

In the research one-way flow and single and double pedestrian ratios for two-way flow are implemented. The ratio of number of pedestrians is rounded off, and less than one is regarded as a one-way flow, and two or more is regarded as a twoway flow.

Table 1 Walking speed used for the model [8]

| Crowd flow | The number of people rate $(\boldsymbol{\alpha})$ | Flow of people ${ }^{\mathrm{a}}$ | a | $\mathrm{V}_{0}$ |
| :--- | :--- | :--- | :--- | :--- |
| One-way flow | - | All | -0.28 | 1.48 |
| Two-way flow | 1 time | All | -0.275 | 1.605 |
|  | 2 times | More | -0.285 | 1.675 |
|  |  | Less | -0.39 | 1.958 |

[^26]Table 2 Expression of the ticket barrier

| The passage type | The effective rate of the width $(\gamma)$ | Method of counting number of streets |
| :--- | :--- | :--- |
| Ticket barrier none | 1 | Each of the two directions |
| Ticket barrier | 0.5 | Two directions total |

Rules for restricting movement between spots. A stationary state is caused by pedestrians stopping or reducing walking speed, or by a location with a width narrowing. In the research, we only consider the stationary states caused by reduction of spot width are taken into account.

When spots $\mathrm{S}_{\mathrm{m}}$ and $\mathrm{S}_{\mathrm{m}}{ }^{\prime}$ are adjacent to each other, and their width $\mathrm{W}_{\mathrm{m}}$ and $\mathrm{W}_{\mathrm{m}}{ }^{\prime}$ are compared, the in-flow upper limit for the side with the smaller width is applied. In this case, if $\mathrm{W}_{\mathrm{m}} \leq \mathrm{W}_{\mathrm{m}}{ }^{\prime}$, the in-flow upper limit Q is expressed as below:

$$
\begin{equation*}
Q=k \times \gamma \times W_{m} \times T \tag{4}
\end{equation*}
$$

Here, Q: In-flow upper limit, k: Flow coefficient ( $=1.5$ people $/ \mathrm{ms}$ ), $\gamma$ : The effective rate of the width, T: Time of $1 \mathrm{step}(=10 \mathrm{~s})$

Agents more than Q stay and remain in the same spot.
The setting of the passage and the ticket barrier is explained in Table 2.
Rules for in-flow/out-flow of pedestrians. In-flow and out-flow of pedestrians is controlled by spot O outside the station and spot T on each platform and platform P .

An outside-the-station spot calculates and controls a maximum number of pedestrians that flow in or out per unit of time, based on the width of the spot for in-flow or out-flow, and a flow coefficient.

Platform spot, considered the train carry ability, each up-line and down-line controls the largest number of people per time who flow out.

A train spot on each platform allows a set number of pedestrians to flow in with 360 steps and averagely flow out.

### 3.4 Rules for Route Selection by Pedestrian Agents

When an agent arrives at a crossover spot, they need to determine their next route. But if the shortest route can not be chosen, people can choose the rest but the shorter line. However, the condition for being a possible route choice is any route that enables the agent to reach their destination.

For route selection, two kinds of criteria are provided: the shortest route $\beta_{1}$ and density assessment $\beta_{2}$.

When the density of the next spot located on the shortest route is less than $\beta_{1}$ (people $/ \mathrm{m}^{2}$ ), the agent can now take the shortest route.

When the density of the next spot located on the shortest route is $\beta_{1}$ (people $/ \mathrm{m}^{2}$ ) or more, the agent moves to an alternative route spot with a density of less than $\beta_{1}$ (people $/ \mathrm{m}^{2}$ ). If it is the agent takes the shortest route. If density is $\beta_{2}$ (people $/ \mathrm{m}^{2}$ ) or more, the agent remains in the present spot.

## 4 Simulation Analysis

This chapter describes the simulation analysis. It was assumed that advisory information is officially announced from 2:00 P.M. onward. The Nagoya City Local Government has given estimates of the number of people likely to converge on the station; for the simulation three cases were set: $0 \%, 50 \%$ and $100 \%$ of the estimated numbers. In addition, for each case four patterns of detour criteria density were provided: $0,1,2$, or 3 (people $/ \mathrm{m}^{2}$ ).

The simulation was conducted to confirm the agent behavior needed to analyze stationary states, and spatial bottlenecks; the time scale was set as $10 \mathrm{~s} /$ step with a total of 360 steps.

### 4.1 Rules for Route Selection by Pedestrian Agents

Parameters were set as shown in Table 3. OD data matrix and the number of agents were set as shown in Table 3 (train side), and Table 4 (outside). The number of agents were set as 158,200.

It was assumed that advisory information of a Tokay earthquake is officially announced at 2:00 P.M. on a weekday and the simulation experiment focused on the congestion state in the station space between 2:00 and 3:00 P.M. Table 5 gives classifications for each case.

This section describes the classification of cases. Assuming that all passengers traveling by train flow into the station, the number of passengers was set at 73,881 , the number estimated by Nagoya City. The number of pedestrians arriving from outside the station to take a train was set at three cases $-0 \%, 50 \%$ and $100 \%$ of the number estimated by Nagoya City; the number of in-flow pedestrians from outside was 0 for Case $1 ; 45,656$ for Case 2; and 91,311 for Case 3 . Moreover, according to the differences of $\beta_{2}$, which is a density decision criteria for taking a detour, four patterns were set for each case. $\beta_{2}$ (people $/ \mathrm{m}^{2}$ ) is a decision criteria for an agent to take a detour. The agent takes a detour under the following conditions: the density of the front spot - the shortest route - is $\beta_{1}$ (people $/ \mathrm{m}^{2}$ ) or more, and any possible detour route has a density of $\beta_{2}$ (people $/ \mathrm{m}^{2}$ ) or less. When $\beta_{2}$ is 0 (people $/ \mathrm{m}^{2}$ ), no detour is necessary. The upper limit of $\beta_{1}$ was set as 3 (people $/ \mathrm{m}^{2}$ ).

### 4.2 Results Analysis

This section illustrates the measurement data used for analysis, and the data is compared with congestion analysis using estimates given by Nagoya City. The performance of the model and analysis results are then described.

Agent behavior. Six typical agents are abstracted from simulation as an example to explain the performance of model (Table 6).
Table 3 Estimated OD matrix used for the simulation (train) [9]

|  |  | T-line | T-line | K-line | C-line | H-line | H-line | S-line | S-line | M-line | M-line | K-line | Out side | Total (people) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Up train | Down train | Up train | Up train | Up train | Down train | Up train | Down train | Up train | Down train | Up train |  |  |
| T-line | $\mathrm{Up}$ <br> train | - | 0 (0\%) | $\begin{aligned} & 285 \\ & (6 \%) \end{aligned}$ | $\begin{aligned} & \hline 999 \\ & (22 \%) \end{aligned}$ | $\begin{aligned} & 1,070 \\ & (24 \%) \end{aligned}$ | $\begin{aligned} & 272 \\ & \quad(6 \%) \end{aligned}$ | $\begin{aligned} & 285 \\ & \quad(6 \%) \end{aligned}$ | 0 (0\%) | 188 (4\%) | $83$ $(2 \%)$ | $\begin{aligned} & 574 \\ & \quad(13 \%) \end{aligned}$ | $\begin{gathered} \hline 772 \\ (17 \%) \end{gathered}$ | 4,529 |
| T-line | Down train | 0 (0\%) | - | $630$ (9\%) | 31 (1\%) | $\begin{aligned} & 355 \\ & (12 \%) \end{aligned}$ | $\begin{aligned} & 212 \\ & \quad(7 \%) \end{aligned}$ | 71 (2\%) | 0 (0\%) | 0 (0\%) | $\begin{aligned} & 430 \\ & (15 \%) \end{aligned}$ | $\begin{aligned} & 681 \\ & (24 \%) \end{aligned}$ | $\begin{aligned} & 448 \\ & (16 \%) \end{aligned}$ | 2,858 |
| K-line | Down train | $144$ <br> (12\%) | $\begin{aligned} & 225 \\ & \quad(19 \%) \end{aligned}$ | - | $\begin{aligned} & 152 \\ & (13 \%) \end{aligned}$ | $\begin{aligned} & 153 \\ & (13 \%) \end{aligned}$ | 0 (0\%) | 33 (3\%) | 0 (0\%) | 87 (7\%) | $\begin{aligned} & 227 \\ & \quad(19 \%) \end{aligned}$ | 0 (0\%) | $\begin{aligned} & 173 \\ & (14 \%) \end{aligned}$ | 1,194 |
| C-line | Down train | 48 (\%) | $\begin{aligned} & 3,059 \\ & \quad(39 \%) \end{aligned}$ | $\begin{aligned} & 1,077 \\ & (14 \%) \end{aligned}$ | - | 0 (0\%) | $\begin{aligned} & 187 \\ & (2 \%) \end{aligned}$ | 0 (0\%) | 0 (0\%) | 57 (1\%) | $\begin{aligned} & 702 \\ & \quad(9 \%) \end{aligned}$ | $\begin{aligned} & 2,299 \\ & (29 \%) \end{aligned}$ | $\begin{aligned} & 365 \\ & (5 \%) \end{aligned}$ | 7,793 |
| H -line | Up train | $\begin{aligned} & 607 \\ & \quad(9 \%) \end{aligned}$ | $\begin{aligned} & 920 \\ & (14 \%) \end{aligned}$ | 65 (1\%) | $500$ (7\%) | - | 0 (0\%) | $\begin{aligned} & 661 \\ & \quad(11 \%) \end{aligned}$ | 0 (0\%) | $\begin{aligned} & 1,566 \\ & (25 \%) \end{aligned}$ | $\begin{aligned} & 1,501 \\ & (23 \%) \end{aligned}$ | $\begin{aligned} & 335 \\ & (5 \%) \end{aligned}$ | $\begin{aligned} & 300 \\ & (7 \%) \end{aligned}$ | 6,455 |
| H-line | Down train | $\begin{aligned} & 1,177 \\ & (10 \%) \end{aligned}$ | $\begin{aligned} & 2,410 \\ & (20 \%) \end{aligned}$ | $\begin{aligned} & 296 \\ & (2 \%) \end{aligned}$ | 54 (0\%) | 0 (0\%) | - | 18 (0\%) | 13 (0\%) | $\begin{aligned} & 1,392 \\ & \quad(12 \%) \end{aligned}$ | $\begin{aligned} & 3,306 \\ & (27 \%) \end{aligned}$ | $\begin{aligned} & 2,800 \\ & \quad(23 \%) \end{aligned}$ | $\begin{aligned} & 718 \\ & (7 \%) \end{aligned}$ | 12,183 |
| S-line | Up train | $\begin{aligned} & 1,211 \\ & (18 \%) \end{aligned}$ | $\begin{aligned} & 1,343 \\ & (19 \%) \end{aligned}$ | $138$ (1\%) | $\begin{aligned} & 929 \\ & \quad(13 \%) \end{aligned}$ | $852$ (12\%) | $114$ <br> (1\%) | - | 0 (0\%) | $348$ (4\%) | $\begin{aligned} & 1,673 \\ & (24 \%) \end{aligned}$ | 444 (6\%) | 0 (0\%) | 7,052 |
| S-line | Down train | $\begin{aligned} & 1,038 \\ & (10 \%) \end{aligned}$ | $\begin{aligned} & 2,048 \\ & (20 \%) \end{aligned}$ | $378$ (4\%) | $123$ (1\%) | 99 (1\%) | $\begin{aligned} & 241 \\ & \quad(2 \%) \end{aligned}$ | 0 (0\%) | - | $\begin{aligned} & 1,130 \\ & (12 \%) \end{aligned}$ | $\begin{aligned} & 1,919 \\ & (20 \%) \end{aligned}$ | $\begin{aligned} & 2,686 \\ & (25 \%) \end{aligned}$ | $\begin{aligned} & 490 \\ & (5 \%) \end{aligned}$ | 10,153 |
| M-line | Up train | $460$ <br> (4\%) | 504 <br> (5\%) | 564 (5\%) | $687$ (7\%) | $\begin{aligned} & 1,865 \\ & (18 \%) \end{aligned}$ | $\begin{aligned} & 560 \\ & (5 \%) \end{aligned}$ | $183$ (2\%) | 60 (0\%) | - | 0 (0\%) | $\begin{aligned} & 3,766 \\ & (35 \%) \end{aligned}$ | $\begin{aligned} & 1,949 \\ & (18 \%) \end{aligned}$ | 8,070 |
| M-line | Down train | 0 (0\%) | $197$ $(3 \%)$ | $\begin{aligned} & 176 \\ & (3 \%) \end{aligned}$ | $133$ $(3 \%)$ | $\begin{aligned} & 687 \\ & \quad(12 \%) \end{aligned}$ | $\begin{aligned} & 444 \\ & \quad(6 \%) \end{aligned}$ | $136$ (3\%) | 0 (0\%) | 0 (0\%) | - | $\begin{aligned} & 3,119 \\ & (47 \%) \end{aligned}$ | $\begin{aligned} & 1,562 \\ & (23 \%) \end{aligned}$ | 6,454 |
| K-line | Up train | $\begin{aligned} & 358 \\ & (5 \%) \end{aligned}$ | $\begin{aligned} & 831 \\ & (12 \%) \end{aligned}$ | 0 (0\%) | $\begin{aligned} & 911 \\ & (13 \%) \end{aligned}$ | $\begin{aligned} & 1,195 \\ & (17 \%) \end{aligned}$ | 73 (1\%) | $\begin{aligned} & 391 \\ & (5 \%) \end{aligned}$ | 0 (0\%) | $\begin{aligned} & 1,193 \\ & (17 \%) \end{aligned}$ | $\begin{aligned} & 1,685 \\ & (24 \%) \end{aligned}$ | - | $503$ (7\%) | 7,140 |
| Total |  | 5,043 | 11,537 | 3,609 | 4,519 | 6,276 | 2,103 | 1,778 | 73 | 5,961 | 11,526 | 16,704 | 7,280 | 73,881 |

T-line: Tokaido line; K-line: Kansai line; C-line: Chuo line; H-line: Higashiyama-line; S-line: Sakuradoori-line; M-line: Meitetsu-line; K-line: Kintetsu-line

Table 4 Estimated OD matrix used for the simulation (outside) [9]

|  |  | T-line | K-line |  | H-line | H-line | S-line | S-line | M-line | M-line | K-line |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| O |  |  | $\begin{aligned} & \text { Up } \\ & \text { train } \end{aligned}$ | $\begin{aligned} & \hline \mathrm{Up} \\ & \text { train } \end{aligned}$ | $\begin{aligned} & \hline \text { Up } \\ & \text { train } \\ & \hline \end{aligned}$ | Down train | $\begin{aligned} & \hline \mathrm{Up} \\ & \text { train } \end{aligned}$ | Down train | $\begin{aligned} & \hline \text { n Up } \\ & \text { train } \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { Down } \\ & \text { train } \end{aligned}$ | $\begin{aligned} & \hline \mathrm{Up} \\ & \text { train } \\ & \hline \end{aligned}$ | Total (people) |
| 01 | 7\% | 11\% | 2\% | 9\% | 12\% | 2\% | 3\% | 0\% | 20\% | $23 \%$ | 1\% | 392 |
| 02 | 7\% | 11\% | 2\% | 9\% | 12\% | 2\% | 3\% | 0\% | 20\% | 23\% | 11\% | 6,392 |
| 03 | 7\% | 11\% | 2\% | 9\% | 12\% | 2\% | 3\% | 0\% | 20\% | 23\% | 11\% | 15,523 |
| 04 | 7\% | 11\% | 2\% | 9\% | 12\% | 2\% | 3\% | 0\% | 20\% | 23\% | 11\% | 12,784 |
| 05 | 7\% | 11\% | 2\% | 9\% | 12\% | 2\% | 3\% | 0\% | 20\% | 23\% | 11\% | 6,392 |
| 06 | 7\% | 11 | 2\% | 9\% | 12\% | 2\% | 3\% | 0\% | 20\% | 23 | 11\% | 6,392 |
| 07 | 7\% | 11\% | 2\% | 9\% | 12\% | 2\% | 3\% | 0\% | 20\% | 23\% | 11\% | 21,915 |
| 08 | 7\% | 11\% | 2\% | 9\% | 12\% | 2\% | 3\% | 0\% | 20\% | 23\% | 11\% | 9,131 |
| 09 | 7\% | 11\% | 2\% | 9\% | 12\% | 2\% | 3\% | 0\% | 20\% | 23\% | 11\% | 6,392 |
| Total | 6,517 | 9,930 | 1,622 | 8,479 | 10,979 | 2,260 | 2,595 | 38 | 18,337 | 20,937 | 9,617 | 91,311 |

T-line: Tokaido line; K-line: Kansai line; C-line: Chuo line; H-line: Higashiyama-line; S-line: Sakuradoori-line; M-line: Meitetsu-line; K-line: Kintetsu-line

Table 5 Cases in the simulation

| Case no. |  | The number of people (people) |  | The density standard value (people/ $\mathrm{m}^{2}$ ) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Train side | In-flow | $\beta 1$ | $\beta 2$ |
| Case 1 | 1 | 73,881 | 0 | 3 | 0 |
|  | 2 | 73,881 | 0 | 3 | 1 |
|  | 3 | 73,881 | 0 | 3 | 2 |
|  | 4 | 73,881 | 0 | 3 | 3 |
| Case 2 | 1 | 73,881 | 45,656 | 3 | 0 |
|  | 2 | 73,881 | 45,656 | 3 | 1 |
|  | 3 | 73,881 | 45,656 | 3 | 2 |
|  | 4 | 73,881 | 45,656 | 3 | 3 |
| Case 3 | 1 | 73,881 | 91,311 | 3 | 0 |
|  | 2 | 73,881 | 91,311 | 3 | 1 |
|  | 3 | 73,881 | 91,311 | 3 | 2 |
|  | 4 | 73,881 | 91,311 | 3 | 3 |

### 4.2.1 Measurement Data

Figure 3 illustrates the results of the measured densities, and Fig. 5 illustrates changes in density distribution (Case 2-2).

Examination for crowd management. In case 2-2 the number of agents flowing into Nagoya Station was set as 73,881 (in-flow passengers from trains) and 45,656 (in-flow pedestrians from outside). Each agent basically walks along the shortest route to their train or destination; however, if the /hboxdensity of the front spot is 3 people $/ \mathrm{m}^{2}$ or more, and a detour route is available with a density of less than 1 person $/ \mathrm{m}^{2}$, they can take the detour route, and a detour route is available with a density of 1 person $/ \mathrm{m}^{2}$ or more, they stay. About 5 min after the start of the simulation, S30, S23, S19, and S17 reached their upper limit and became congested; as time

Table 6 Typical Agent movements of simulation analysis

| Agent no. | Start | End | $\mathrm{PSN}^{\mathrm{a}}\left(\mathrm{St}^{\text {b }}{ }^{\text {As }}{ }^{\text {c }}\right.$ ) |
| :---: | :---: | :---: | :---: |
| 1 | T2 | O5 | $\begin{aligned} & \mathrm{T} 2(120,-), \mathrm{S} 13(90,1.1), \text { S21 (60, 1.3), S17 }(20,1.0), \text { S14 (120, } \\ & 1.42), \mathrm{O} 5 \end{aligned}$ |
| 2 | 07 | T2 | $\begin{gathered} \text { O7 }(0,-), \text { S } 15(160,1.31), \text { S } 12(80,1.25), \text { S } 5(210,1.42), \text { S } 14 \\ (120,1.42), \text { S } 17(20,1.0), \text { S } 21(60,1.3), \text { S } 13(90,1.1), \text { T } 2 \end{gathered}$ |
| 3 | T3 | T4 | $\begin{aligned} & \text { T3 (10, -), S29 (120, 1.25), S25 (70, 1.42), S26 (20, 1.0), S27 } \\ & (60,1.3), \text { S28 (80, 1.3), T4 } \end{aligned}$ |
| 4 | T1 | T4 | $\mathrm{T} 1(2,300,-), \mathrm{S} 3(210,0.9), \mathrm{S} 6(20,10), \mathrm{S} 9(100,1.0), \mathrm{S} 14(150$, 1.1), S18 (90, 1.1), S23 (200, 1.0), S29 (150, 1.0), T4 |
| 5 | T1 | T4 | $\begin{aligned} & \mathrm{T} 1(2,100,-), \text { S3 }(240,0.8), \text { S } 7(20,1.0), \text { S } 10(90,1.1), \text { S15 } \\ & \text { (200, 0.9), S20 (20, 1.0), S27 (60, 1.3), S26 (30, -), S25 (90, } \\ & \text { 1.1), S29 (130, 1.2), T4 } \end{aligned}$ |
| 6 | T2 | T3 | T2 (2,470, -), S13 (150, 0.6), S29 (140, 1.1), T3 |

${ }^{\text {a }}$ Passed Spot Name
${ }^{\mathrm{b}}$ Spent time(s) or Waiting time(s)
${ }^{c}$ Average street speed ( $\mathrm{m} / \mathrm{s}$ ). As is calculated by $\mathrm{As}=\mathrm{L}_{\mathrm{m}} / \mathrm{S}$


Fig. 3 Illustration of the density measurement results (Case 2-2) (color figure online)
went by, the number of congested and stationary spots gradually spread until by the end of the simulation a total of 16 spots, including the above four spots, had reached the upper limit.

When the measurement results of each case are examined, the points found by simulation analysis are summarized as follows:

1. In each case, the highest number of agents processed, and the lowest number in a stationary state were found when no detours were taken. For both $\beta_{1}$ and $\beta_{2}$, in
the case of 3 people $/ \mathrm{m}^{2}$, the number of agents who stayed inside increased and the number of agents processed showed the greatest decrease.
2. When the number of in-flow agents from outside increased, locations with increasing density also tended to increase.
3. When the same patterns in different cases were compared, it was found that as the number of in-flow agents from outside increased, processing capacity tended to decline.

Comparison of processing capacity. Concerning processing capacity, when there was no in-flow from outside, the number of agents processed in the simulation model was about $80 \%$ of the estimates of Nagoya City; when the time required for movement and the impact of congestion are taken into consideration, this result is reasonable. However, along with an increase of in-flow from outside, congested spaces triggered a decrease in walking speeds and consequent stationary phenomenon, and it was found that the processing capacity dropped to about $40 \%$. Particularly, in the conditions of Cases 2-4 and 3-4 where a detour was allowed to the upper limit, it was confirmed the processing capacity decreased to 30\% (Fig. 4).

The number of out-flow. The changes to the number of agents processed were examined using the graph for the number of out-flow agents (Fig. 5). Case 1 - no inflow from outside - recorded the largest accumulated number of agents processed.





Fig. 4 Illustration of changes in density distribution (Case 2-2)


Fig. 5 Comparison with the estimates given by Nagoya City (processing capacity in the initial $1 \mathrm{~h})$ (color figure online)


Fig. 6 Graph: number of out-flow agents (train/walking) (color figure online)

In Cases 2 and 3, up to about 120 steps, more out-flow agents than Case 1 were found, but gradually due to increasing congestion, processing capacity declined. In particular, in Cases 2-4 and 3-4, with detour behavior allowed up to the upper
limit, congestion in the inside area further increased, resulting in the largest decline in processing capacity. The case of pedestrian out-flow showed a similar tendency; however, compared to the number of in-flow agents their number was very low, and therefore in the second half, processing capacity remained at almost the same level (Fig. 6).

## 5 Conclusion

On the assumption of Tokai earthquake advisory information being officially announced, this research created LSCSver 1.0 of the behavior of pedestrian agents, some of whom were eventually forced to remain in a stationary state, and developed the model to analyze an agent-based simulation at the terminal station. Through the simulation experiment the following was found: (1) due to congestion caused by agents getting off trains, increasing density spread in several areas; as in-flow agents from outside increased, the sections in front of the ticket barriers and internal passages experienced an increase of density, causing a further decline of processing capacity; (2) as a result of (1), when the simulation results for the number of agents processed during the initial 1 h are compared to the estimates released by Nagoya City, they show a figure of $30-80 \%$ of the upper limit of the estimate; and (3) even though agents who flowed in from outside were able to take a detour in response to congestion, the number of stationary agents actually increased, and taking a detour had little effect on the increasing density; therefore it is suggested to implement measures to restrict the total number of pedestrians who flow in from outside the station.
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# Boundary Organizations: An Evaluation of Their Impact Through a Multi-Agent System 

Denis Boissin


#### Abstract

Modern environmental issues imply that decision-makers consider simultaneously various dimensions, such as science and economics. To take into account opinions from experts of different fields, they can rely on boundary organizations, institutions able to cross the gap between different domains and act beyond the boundaries. By encouraging a flow of useful information, they provide a better understanding of a situation characterized by uncertainty, increasing the efficiency of the decision-making process. Though never formally proved, this hypothesis is widely accepted based on the observation of existing institutions. In this paper, we observe the impact of boundary organizations through an agent-based model of continuous opinion dynamics over two dimensions where heterogeneous experts distinguished by credibility and uncertainty interact. We conclude that boundary organizations significantly reduce the diversity of opinions expressed and increase the number of experts agreeing to emerging positions, which confirms their positive impact on the efficiency of decision-making.


Keywords Boundary organization • Opinion diffusion • Decision-making - Agent-based model

## 1 Introduction

Faced with modern environmental issues characterized by uncertainty and complexity, decision-makers must refer to experts from different areas of science, or even from different sciences, such as natural and social sciences, in order to consider all the aspects involved and take the most objective decision possible. Traditional decision-making provides independent advice from experts of the different dimensions involved, but these opinions may be conflicting when considered

[^27]together. Boundary organizations have been designed to manage the meeting of distinct areas: by initiating and framing debates between experts, they provide decision-makers with a panel of opinions that integrate the various dimensions of an issue. The resulting eased and increased interaction between experts facilitates the decision-making process by encouraging the emergence of dominant opinions. Though this hypothesis is widely accepted, it has never been formally proved. Through an agent-based model of continuous opinion dynamics over two dimensions, it is possible to simulate a boundary organization and assess its impact on the positioning of experts: heterogeneous agents, differentiated by credibility and uncertainty, are separated in two distinct groups of experts and left free to modify their opinion through one-to-one interactions in their respective field. The boundary organization is introduced through agents open to trans-disciplinary discussion: able to cross the boundary between the two areas, they open possibilities of exchange on both dimensions between agents. This multi-agent system allows us to evaluate the impact of boundary organizations on the diversity of final opinions expressed and on the number of agents agreeing to each, testing the hypothesis supporting the existence of boundary organizations.

## 2 Boundary Organizations

Scientific knowledge is essential to a sound decision-making process, but science is more than a simple reservoir of knowledge, competencies and people: it includes normative concepts such as objectivity, honesty, neutrality and truth that give it an institutional and ideological privileged status in the elaboration of public policy [1]. Science includes in reality sciences, as it covers not only different areas of expertise, but also different approaches such as natural and social sciences, and decision-makers must consider all the dimensions involved in the issue considered. This implies the ability to cross the boundaries between different areas and types of sciences. The concept of boundary has been formalized by sciences in order to strengthen their differences with pseudo-sciences and scientific impostures. Boundaries protect organizations from the outside and maintain an internal order, while imposing the organization as a major actor through its relations with other organizations [2]. They allow members to affirm their authority as experts over a field challenged by others, to maintain a monopoly by excluding others, and to protect the autonomy of the members while enforcing their cohesion. Boundaries can be of three types: physical, social and mental. Physical boundaries may be real objects or structures, but also rules and regulations that frame the exchanges within the organization or between the organization and its environment. These boundaries ensure a certain predictability, synonym of stability, while creating and enforcing an image of solidity toward the outside. Social boundaries are developed so that organizations may distinguish themselves from each other: they bring a notion of identity to members while giving the opportunity to identify what constitutes others, what is not part of the organization. Mental boundaries allow for distinctions and give individuals a meaning to the world that surrounds them [2]. When two fields, under the
authority of different experts, are involved in an issue and brought to interact, it is a natural reaction for each to reinforce the demarcation, in order to avoid confusion and to clarify the responsibilities. While boundaries play their role to protect an organization, they also set a barrier that limits or even prevents flows of information with the outside: their reinforcement results in a lack of communication between experts of the different aspects of an issue. The maintenance of a blurry boundary, rather than the clear and intentional distinction traditionally applied, can increase the productivity of policy-making [3]. Boundary organizations have been designed to manage the meeting of distinct areas of expertise and frame interactions in order to enhance the efficiency of the decision making process: by handling debates between experts, they ensure that science brings in a pertinent and useful information while maintaining its independence.

Boundary organizations are institutions that cross the gap between different fields: they are able to act beyond the boundaries while remaining accountable to each side [4]. They encourage and manage a blurring of the boundaries, permitting an exchange to take place while maintaining the authority of experts [5, 6]. By integrating the demarcation, they allow for communication instead of division: each side can express its reactions to the other's expectations, leading to cooperation around common interests [2]. Miller defines boundary organizations as "organizations that sit in the territory between science and politics, serving as a bridge or an interface between scientific research, political decision and public action" [7], and Guston defines them as "institutions that internalize the provisional and ambiguous character of the apparent boundary between science and politics" [8]. Boundary organizations are similar to an interface established and influenced by both sides, but independent. It may look like they face a reductive double set of constraints, but groups of experts seen as independent or even opposed distinct social organizations, are more similar than it seems [7], at least in their structure and behavior. The double responsibility of boundary organizations makes them in fact stronger, as if their structure was held on both sides, giving it a unique support that guarantees impartiality [1]: this dependence of boundary organizations on each side is as important as their independence [4]. A boundary is not an established limit between two different areas of authority, but an intermediary zone of variable size: the boundary is permanently defined, criticized, challenged, defended and adjusted. Boundary organizations are not fighting against a strong solid demarcation, but in reality helping to stabilize or even create the boundary. They do not limit themselves to the zone between two areas, but extend inside each side, widening the boundary zone in order to internalize the possible areas of ambiguity. The goal is to involve both sides in the construction of a common boundary that is favorable to each perspective, while setting the limits to potential intrusion of one sphere into the other: the boundary organization must allow and encourage the interactions by increasing the permeability of the separation, while guaranteeing that they don't mix irresponsibly by limiting the porosity [9]. Unlike most organizations, their goal is not their personal benefit but that of both sides of the boundary: they do not aim at ensuring their survival, but at offering a complete and honest vision of a situation by encouraging the production and sharing of knowledge in order to guarantee a decision-making process as objective and
efficient as possible. Therefore they must remain impartial and neutral in the debates they frame. The boundary organization is judged on criteria of credibility, pertinence and legitimacy, similarly to the expert members and the global decision-making process. The problem of the evaluation of the efficiency of a boundary organization comes from the fact that many parameters, external to the organization and on which it has no control, may affect positively or negatively the results, such as the historical context or the characteristics of the evaluation process. Efficient boundary organizations are those remain stable despite external pressures and an internal instability of the boundary. Boundary organizations may in fact be applied to numerous cases of boundaries: between science and non-science, like historically done, between science and politics, like currently done, but also between different fields of science or different types of sciences such as natural and social sciences like modern global environmental issues may benefit from. Boundary organizations are not a new concept, but modern successful applications, such as the Health Effects Institute, the Office of Technological Assessment, the Agricultural Extension or the International Research Institute for Climate Prediction, demonstrate the diversity and utility of such institutions [1]. Boundary organizations lead to a decision-making structure able to integrate knowledge from different dimensions into a single analysis. Decisionmaking with respect to technological choices that enhance the well-being of society by modifying the man-environment relationship, associated with risk and uncertainty, requires to take into consideration norms and practices from natural sciences and economics. Boundary organizations appear as a solution to integrate the interactions between the different sources of information involved in environmental issues. At this date, no boundary organization has taken on this exact role, but it has been suggested as a possible evolution of existing organizations, such as the European Environment Agency [10]. As the current level of globalization increases the temporal and spatial scopes of risks, boundary organization could be an interesting solution for decision-making related to environmental issues, especially if their theoretical efficiency can be fully established.

## 3 Methodology

The hypothesis that supports the existence of boundary organizations is that the resulting eased and increased interaction facilitates the attainment of dominant opinions among experts of different fields. Though never formally proved, this is accepted based on the observation of existing boundary organizations [1]. Through an agent-based model, we can assess the impact of a boundary organization on the diffusion of opinions and final positioning of experts of similar and different domains. The methodology is based on simulations of opinion diffusion where experts of different fields positioned on a continuous model of opinion interact and modify their positions through series of one-to-one discussions; once the system is stabilized, we observe the number of opinions expressed, and the ratio of experts agreeing to each. A boundary organization of increasing importance is simulated to see the impact
on those indicators. The model relies on a multi-agent system where autonomous heterogeneous agents interact: replicated series of experimentations over ranges of parameters allow us to observe an emerging recurrent macroscopic behavior resulting from microscopic interactions that could not be deduced by simply aggregating the properties of the agents [11]. Since opinions can be more or less positive or negative, they are modeled using a continuum going from an absolute negative to an absolute positive, rather than through a binary approach. For example, positive unconditional opinions are rare as they will generally be accompanied with constraints or restrictions and be in fact more or less positive. Opinions may also change over the entire spectrum along the process. Negative positions can be definitive, or simply temporary: they can be reviewed if new information becomes available, such as through the application of the precautionary principle, and even become positive. The model is based on work done on a single dimensional model of continuous opinion dynamics [12] extended over two dimensions, representing two independent fields of expertise such as natural science and economics. Agents are positioned at random over a two-dimensional graph, where each axis represents the range of possible opinions, from -100 to $100 \%$, in each field of expertise involved. Agents $a_{i}$ have a state vector $X_{i}$ (opinion attributes with respect to the axes of the graph) and a state transition function $f_{i}$ at a given time unit: they are identified by their coordinates $x_{a}$ and $y_{a}$ reflecting their position over the different dimensions, and are left free to interact through one-to-one exchanges at each time unit, modifying this position as a result. The choice is to rely on a model without desire, intention, or motivational function for agents, but with a belief that evolves through time with respect to interactions with other experts. Agents are reactive, with a perception-action relation and no representational function of their environment: they only show a reflex behavior with respect to their encounters, as tropic agents. They are heterogeneous agents differentiated by credibility $c$ and uncertainty $u$. The credibility of an agent represents how much other agents may be influenced by this agent, with respect to their own credibility. It is used as a factor, ranging from 0 to $100 \%$, applied to the change of position, so that the sum of the credibility factor of an agent and that of its interlocutor equals 1 . If we consider an agent $a$ and its interlocutor $a^{\prime}$, the credibility effect of the agent $a^{\prime}$ over the change of position of the agent $a$ is:

$$
\begin{equation*}
\frac{c_{a^{\prime}}-c_{a}}{2}+0.5 \tag{1}
\end{equation*}
$$

The uncertainty of an agent reflects the range of accepted opinions of potential interlocutors. It acts as the maximum distance between the position of an agent $a$ and that of its interlocutor $a^{\prime}$ so that:

$$
\begin{align*}
& \left|x_{a}-x_{a^{\prime}}\right| \leq u_{a} \text { for interactions between } x-\text { experts }  \tag{2}\\
& \left|y_{a}-y_{a^{\prime}}\right| \leq u_{a} \text { for interactions between } y-\text { experts } \mid
\end{align*}
$$

It is also used to influence the change of opinion, based on the uncertainty of an agent over the total uncertainty of both interlocutors, so that more uncertain agents
will have a greater change of position than less uncertain agents. The uncertainty effect of the agent $a^{\prime}$ over the change of position of the agent $a$ is:

$$
\begin{equation*}
\frac{u_{a}}{\left(u_{a}+u_{a^{\prime}}\right)} \tag{3}
\end{equation*}
$$

Time units represent series of one-to-one interactions where each agent chooses an interlocutor to engage into discussion and modifies its position as a result. The maximum potential change of position is based on the capacity for an agent to adopt the position of its interlocutor. It is affected by a factor inversely proportional to the overlap between the distance separating an agent from its interlocutor and its uncertainty, so that the further away agents are, the smaller the change of position. The resulting basic change over the x-axis for an agent $a$ with an interlocutor $a^{\prime}$ is:

$$
\begin{equation*}
\left(x_{a^{\prime}}-x_{a}\right) \times\left(1-\frac{x_{a}-x_{a^{\prime}}}{u_{a}}\right) \tag{4}
\end{equation*}
$$

The actual change is in fact the basic change, affected by the credibility and the uncertainty effects. For an interaction over the x-axis, the change of position of an agent $a$ with an interlocutor $a^{\prime}$ would be done according to the following formula:

$$
\begin{equation*}
x_{a}^{t+1}=x_{a}^{t}+\left[x_{a^{\prime}}^{t}-x_{a}^{t}\right] \times\left[1-\frac{\left|x_{a}^{t}-x_{a^{\prime}}^{t}\right|}{u_{a}^{t}}\right] \times\left[\frac{u_{a}^{t}}{u_{a}^{t}+u_{a^{\prime}}^{t}}\right] \times\left[\frac{c_{a^{\prime}}-c_{a}}{2}+0.5\right] \tag{5}
\end{equation*}
$$

A change over the y-axis would follow a similar formula. Due to the heterogeneity of agents, the change of position is not reciprocal, and the interaction does not imply that both agents modify their positions, since only one may lie in the zone of uncertainty of the other.

In addition, the more interactions an agent has, the smaller his uncertainty becomes, so that it tends to zero, hence the stabilization of the system. The uncertainty of an agent, after it has changed its position, is modified as follows:

$$
\begin{equation*}
u_{a}^{t+1}=u_{a}^{t} \times\left[1-\frac{\left|x_{a}^{t+1}-x_{a}^{t}\right|}{2 \times u_{a}^{t}}\right] \tag{6}
\end{equation*}
$$

The goal of this model is to observe the final positioning of agents representing experts interacting over an issue, and to see how it is affected by the introduction of a boundary organization. The simulation relies on NetLogo, a programmable modeling platform developed specifically for simulating both natural and social phenomena over time, making it a logical choice for a model of interaction between natural and social sciences. In addition, the Logo language relies on mobile agents called turtles who move over a grid, by modifying their direction and choosing a length of displacement, a well suited concept for simulating experts who decide to modify their position (displacement) after identifying an interlocutor (direction). Considering that NetLogo is also free of use and cross-platform, including the possibility to be embedded in web pages, it seemed the best choice, and its weaknesses with respect to the simulation capacity were not a limit for our model.

The simulation involves 200 agents equally spread over two fields of expertise and is left running over 1,000 time units, each time unit giving the opportunity for each agent to choose to enter into interaction with an other agent. First, only two kinds of agents (scientists and economists) are left free to interact through one-to-one exchanges in their respective field represented by each of the axes. At each time unit, each agent chooses an interlocutor of the same kind and modifies its position and uncertainty according to (5) and (6). These reference results show that the two-dimensional projection is in accordance with the single-dimensional continuous opinion model used as a basis. The boundary organization is then introduced through agents called borgs: open to trans-disciplinary discussion, they are able to cross the boundary between the two axes, creating possibilities of exchange on both dimensions, while other agents remain limited to interactions within their field of expertise with similar agents. Borgs are regular agents who gain a new property, no matter what their initial position is, mainstream or minor, extreme or average, since the boundary organization must remain impartial and neutral in the debate and allow for all opinions to be expressed to maintain a high level of legitimacy. Boundary organizations could therefore not be modeled as a spatial zone, since it would reduce the diversity of opinions that could be expressed within the organization. The ratio of borgs among the total population of agents is increased from 0 to $50 \%$, by steps of $1 \%$ from 0 to $10 \%$ and by steps of $5 \%$ beyond $10 \%$, with ten simulations at each value. The position of experts is recorded every 10 units of time. The results are analyzed in terms of the number of opinions expressed by a group of experts representing at least $1 \%$ of the total number of agents (i.e. at least two agents sharing the same opinion), and the ratio of experts agreeing to each of these opinions once the positions are stabilized.

## 4 Results

Considering the number of distinct final opinions expressed, the impact of a boundary organization of increasing importance is significant. The total number of opinions representing each at least $1 \%$ of all experts is reduced by $11 \%$ when $5 \%$ of agents are borgs; $10 \%$ of borgs represent a reduction by 22 and $30 \%$ lead to a decrease of $32 \%$, with no variation beyond this level. Figure 1 shows this impact through a logarithmic regression.

This global reduction of final opinions expressed is really due to a decrease of the minor opinions, i.e. distinct opinions that represent at least $1 \%$ but no more than $2 \%$ of all experts. Their number is reduced by $11 \%$ with $5 \%$ of bores, by $31 \%$ with $10 \%$ of borgs, to reach a maximum decrease of $58 \%$, which is represented by a logarithmic regression of greater slope on Fig. 2.

If we consider the distinct final opinions representing each at least $5 \%$ of all agents, the impact of the boundary organization is completely inverse: their number is slightly positively affected, with a linear relationship to the size of the boundary organization as shown by Fig. 3.


Fig. 1 Average number, standard deviation and logarithmic regression of final opinions expressed shared by at least $1 \%$ of all agents with respect to the size of the boundary organization


Fig. 2 Average number, standard deviation and logarithmic regression of final opinions expressed shared by $1-2 \%$ of all agents with respect to the size of the boundary organization


Fig. 3 Average number, standard deviation and linear regression of final opinions expressed shared by at least $5 \%$ of all agents with respect to the size of the boundary organization


Fig. 4 Average number, standard deviation and linear regression of final opinions expressed shared by at least $10 \%$ of all agents with respect to the size of the boundary organization

Figure 4 reveals a similar situation for opinions supported by at least $10 \%$ of agents: they become slightly more numerous with a boundary organization of increasing importance.


Fig. 5 Average number, standard deviation and linear regression of final opinions expressed shared by at least $20 \%$ of all agents with respect to the size of the boundary organization

The greatest positive impact is on opinions gathering at least $20 \%$ of the agents, since they can be multiplied by up to 3 as seen on Fig. 5.

The impact of a boundary organization of greater importance on the reduction of the number of final distinct opinions expressed is significant and not linear, with the stabilization of the impact at a certain level. At low realistic levels of $10-20 \%$ of agents involved in the boundary organization, the impact is immediate on the reduction of the number of different minor opinions expressed and on the increase of the number of opinions gathering the largest shares of experts, while average opinions are not greatly affected: the global reduction of the diversity of opinions is an apparent transfer from minor to dominant opinions. When we consider the ratio of agents agreeing to each of the final opinions expressed, the impact is significant. If we consider the dominant final opinion, $5 \%$ of borgs are sufficient to increase the number of agents agreeing by $19 \%$ to reach a maximum increase of $25 \%$. If we consider the sum of agents agreeing to the two main opinions, the increase is reduced to $17 \%$ at $5 \%$ of borgs but reaches $23 \%$ at $10 \%$, for a maximum of $43 \%$. A similar situation is observed for the five main opinions with an increase of $20 \%$ at $5 \%$ of borgs and a maximum of $41 \%$. The sum of the ten main opinions increases by $15 \%$ with $5 \%$ of borgs, by $20 \%$ with $10 \%$, and by $35 \%$ with $20 \%$ to reach a maximum of $45 \%$. Figure 6 shows the total share of agents agreeing to the $1,2,5$ and 10 dominant opinions with respect to the size of the boundary organization.


Fig. 6 Average value, standard deviation and logarithmic regression of the ratio of agents agreeing to the $1,2,5$ and 10 main final opinions expressed with respect to the size of the boundary organization

## 5 Conclusion

We can confirm the impact of the boundary organization on the share of agents supporting dominant opinions by looking at the number of different opinions necessary to represent at least $50 \%$ of all agents. Without a boundary organization, we need to aggregate the seven main opinions to represent $50 \%$ of the experts, when it requires six with $1 \%$ of borgs, five with $3 \%$, four with $5 \%$ and only three with $15 \%$, with no variation beyond this level. The concentration of agents around dominant opinions is significantly increased by the existence of a boundary organization.

The rising interest for boundary organizations, supported by observed successful cases, is confirmed by our agent-based model: boundary organizations do not require the involvement of a large share of experts to show a significant impact on the reduction of the diversity of final different opinions expressed and on the increase of the concentration of experts around dominant opinions, resulting in an apparent transfer from minor to major opinions. It is then easier for decision-makers
to analyze the different aspects of an issue altogether: they face less opinions to consider, and are presented with more affirmed dominant opinions among the experts consulted. Boundary organizations seem to be able to increase the scale of confrontation between groups of opinion: their agents do not emerge as opinion leaders, but encourage the exchanges between experts by easing and increasing the transfer of information from one sphere to the other, which results in more affirmed positions of experts over the different dimensions of an issue.
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# A Bibliometric Study of Agent-Based Modeling Literature on the SSCI Database 
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#### Abstract

The purpose of this study is to investigate the characteristics of the international literature using Agent-Based Modeling (ABM) in SSCI during 19972009. The results of this study reveal the fact that the growth of international literature using ABM is still well perceived. Most of the literature is from various institutions in the USA. According to Bradford's Law, eight core journals in ABM are identified and analyzed. Moreover, the frequency distributions of the author productivity match the generalized Lotka's Law. Applications of ABM are mainly found in the fields of social science/interdisciplinary studies, economics, and environmental studies.
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## 1 Introduction

Since several pioneering papers on Agent-Based Modeling (ABM) were published in early 1970s [7, 8], the exploration of the ABM literature has seen vigorous development, especially in the last decade owing to availability of various ABM software. This paper employs a bibliometric methodology that is geared towards a review of literature productivity, and an observation of the trend in ABM. In order to have a better understanding of the quantitative aspects of recorded information and discover literature features and forecast the research trends in the near future, this paper uses Lotka's Law to perform author productivity analysis and applies Bradford's Law to the core journals in this field from 1997 to 2009.

[^28]
## 2 Agent-Based Modeling Description

Agent-Based Modeling (ABM) refers to the computer simulation of agents (representing individual roles) in a dynamic social system. Here, agents refer to different "representatives" who interact with each other or the environment based on pre-set rules. Through these representatives, we may be able to observe the emergence of certain macro behaviors. Derived from the Schellings Segregation Model (SSM) [8], ABM has been applied in sociology, economics, political science and ecology to explore the phenomenon of Complex Adaptive Systems (CAS), and has gradually been more widely used in almost every field of social sciences for a deeper understanding of social phenomena as emergent properties. Chen [3] points out that the economic system in agent-based economics is composed of heterogeneous agents and that those aggregate variables are the results of these heterogeneous agents' interactions. ABM serves as an ideal tool for us to advance our thinking from the micro to the macro perspective, and to observe the links and relationships between these two levels. Unlike the "top-down" mode of thinking in traditional macroeconomics, ABM has introduced a "bottom-up" style of thinking to macroeconomics, which presents both challenge and opportunities to most economists.

There is also a growing trend toward the application of ABM in political studies, for it does not focus on the causal relations between variables, as statistics and econometrics do. Instead, it is mainly concerned with addressing "how" or "what-if" questions - observing how the complicated social/political phenomena in question have been formulated through the interaction between the simulated agents. In addition, the patterns being discovered through such observations may be used either to test existing theories or to explore new ones [2]. Robert Axelrod argues that ABM can be used to describe certain fundamental questions in many fields, thereby promoting interdisciplinary cooperation. Moreover, when existing mathematical methods fall short, ABM presents itself as a useful tool to reveal the underlying unity behind various academic fields.

## 3 Overall Analysis of ABM literature

This paper utilizes the Social Sciences Citation Index (SSCI) of the Web of Science created by the Institute for Scientific Information. An empirical method of retrieval was used by Topic $=$ ("agent based(*)") OR Topic=("multi-agent simulation") to retrieve data related to ABM. A total of 1,051 papers in ABM published during 1997-2009 were found. Figure 1 indicates the number and growth of published papers in ABM. According to the numerical data, a large quantity of research papers published during 2005-2009 has been catalogued in the SSCI database. These together with their respective distribution rate set against the total number of papers are 93 ( $8.85 \%$ ), 112 ( $10.66 \%$ ), 159 ( $15.19 \%$ ), 200 ( $17.88 \%$ ) and 196 ( $18.65 \%$ ) for those 5 years. Meanwhile, Fig. 2 shows the annual citations of the published papers in ABM. The results appear to suggest that the number of papers in ABM
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Fig. 2 Citation in each year (Source: SSCI database)
has distinctively increased since 2001, and that respective citations have also increased in each year. It appears that $A B M$ has received much attention from researchers, which has led to a rapid growth of related papers and their citations.

With regard to the countries over which the 1,051 papers distributed, the top ten countries ranked in the most publicized catalogues in the SSCI database during the 1997-2009 period are illustrated in Fig. 3. The figure shows that the US is the dominant country ( 401 papers; $38.15 \%$ ) in terms of the number of published papers in ABM, followed by England (110 papers; 10.47\%), Germany (88 papers; 8.37\%) and so on.

Table 1 offers a closer look at the distribution of academic institutions by which the indexed papers were submitted. It is observed that, among the 11 institutions whose numbers of indexed papers are greater than or equal to 11 , the USA is the most productive country with eight institutions listed in the study of ABM.


Fig. 3 The top ten numbers of published papers in ABM based on countries during 1997-2009

Table 1 Leading institutions with the most published papers in ABM during 1997-2009

| Institution name | Count | $\%$ | Comprising \% of the country | Country |
| :--- | :--- | :--- | :---: | :--- |
| Univ Michigan | 25 | 2.38 | 6.23 | USA |
| Univ Penn | 20 | 1.90 | 4.99 | USA |
| Univ Illinois | 16 | 1.52 | 3.99 | USA |
| Harvard Univ | 14 | 1.33 | 3.49 | USA |
| Santa Fe Inst | 14 | 1.33 | 3.49 | USA |
| UCL | 14 | 1.33 | 12.73 | England |
| Univ Groningen | 14 | 1.33 | 25.45 | Netherlands |
| Indiana Univ | 13 | 1.24 | 3.24 | USA |
| George Mason Univ | 12 | 1.14 | 2.99 | USA |
| Natl Chengchi Univ | 12 | 1.14 | 42.86 | Taiwan |

Table 2 offers an investigation into the authors who have written more than six papers in ABM during 1997-2009. The most productive authors are Jager (10, Netherlands), Jassen (10, USA), Chen (9, Taiwan), Gallegati (9, Italy), Brown (8, USA), Bunn (8, England), and Izquierdo (8, Spain). The data show that the corresponding ratios for Netherlands, Taiwan, Italy, and Spain are much greater than that for the USA, indicating that these authors in their country dominate the academic research in the ABM field. Table 2 also shows that the research in economics using $A B M$ is in the mainstream. This may result from the fact that ABM offers a macroscopic view of evolution through a microscopic view of agents' interactions.

With respect to the future directions of ABM research, the emphasis of the discussion here is on the ABM applications. Based on the results we retrieved from the SSCI database, Table 3 provides the top ten subject areas in which ABM is most widely utilized. The first ranked subject area, Social Sciences/interdisciplinary, is comprised of 213 papers ( $20.27 \%$ ) against the total of 1,051 papers retrieved. The second ranked area is Economics, with 154 papers (14.65\%) followed by Management with 91 papers ( $8.66 \%$ ) related to ABM. If we group the three subject areas of computer science as one subject area, it is obvious that the published

Table 2 The top-ranking published papers in ABM based on authors during 1997-2009

|  | $\%$ at his/her |  |  |  |  |  |
| :--- | :---: | ---: | :---: | :--- | :--- | :--- |
| Author | Count | $\%$ | country | Country | Institution | Subject area |
| Jager, W | 10 | 0.95 | 25.64 | Netherlands | Univ Groningen | Economics |
| Janssen, MA | 10 | 0.95 | 3.16 | USA | Arizona State Univ | Ecology |
| Chen, SH | 9 | 0.86 | 36 | Taiwan | Natl Chengchi Univ | Economics |
| Gallegati, M | 9 | 0.86 | 15.79 | Italy | Univ Politecn Marche | Economics |
| Brown, DG | 8 | 0.76 | 2.53 | USA | Univ Michigan | Natural Resources |
|  |  |  |  |  |  | and Environment |
| Bunn, DW | 8 | 0.76 | 8.7 | England | London Business Sch | Management |
| Izquierdo, LR | 8 | 0.76 | 44.44 | Spain | Univ Burgos | Social Sciences |
| Bhavnani, R | 7 | 0.67 | 2.22 | USA | Michigan State Univ | Political Sci |
| Dawid, H | 7 | 0.67 | 10.94 | Germany | Bielefeld University | Economics |
| Lebaron, B | 7 | 0.67 | 2.22 | USA | Brandeis Univ | Economics |
| Miodownik, D | 7 | 0.67 | 70 | Israel | Hebrew Univ | Polit Sci |
| Polhill, JG | 7 | 0.67 | 7.61 | England | Macaulay Institute | Computer Science |

Table 3 The top ranking of published papers in ABM based on subject areas during 1997-2009

| Subject area | Count | $\%$ |
| :--- | ---: | ---: |
| Social Sciences/Interdisciplinary | 213 | 20.27 |
| Economics | 154 | 14.65 |
| Environmental Studies | 91 | 8.66 |
| Mathematics, Interdisciplinary Applications | 88 | 8.37 |
| Management | 81 | 7.71 |
| Computer Science/Interdisciplinary Applications | 74 | 7.04 |
| Operations Research \& Management Science | 74 | 7.04 |
| Computer Science/Artificial Intelligence | 68 | 6.47 |
| Computer Science/Information Systems | 61 | 5.8 |
| Business | 55 | 5.23 |
| Social Sciences/Mathematical Methods | 55 | 5.23 |

papers in computer science will be more in number than those of other subject areas because ABM relies heavily on programming. By referring to Fig. 4, the top five subject areas are gradually growing year by year.

To sum up, the ABM literature is still being developed based on the retrieval performance observed across the SSCI database. The top three countries with the most published papers in the field of ABM are the USA, England, and Germany. In recent years, the published papers using ABM methodology have still been growing because of the maturity and ease of use of some ABM simulation platforms such as SWARM of the Santa Fe Institute (SFI), Starlogo of MIT, Netlogo of Northeastern University, and REPAST of the University of Chicago. ABM tools enable subject areas such as social science/interdisciplinary study, economics, management, mathematics/interdisciplinary applications and environmental studies to conduct research in natural and social science in order to provide human beings with knowledge.


Fig. 4 Yearly distribution of top five subject areas during 1997-2009

## 4 Bradford's Law and Journal Literature

Samuel C. Bradford (1878-1948) introduced Bradford's Law in 1934 which is based on a pattern that estimates the exponentially diminishing returns of extending a search for references in science journals. The principle imposes a formulation that if journals within a field are sorted based on the number of articles into three groups, with each group which is concerned with comprising approximately one-third of all articles, then the number of journals in each group will be proportional to 1:n:n $n^{2}$ [9]. Bradford's Law (about scattering of subjects in information sources) is often mentioned together with Zipf's Law (about word frequencies in natural language texts) and Lotka's Law (with regard to the distribution of authors' productivity) as one of the three most important bibliometric laws. These three laws are often considered to be the best models or examples of research resources that are available within the Library and Information Sciences.

The 1,051 published papers referred to in this study are distributed among 335 journals. Table 4 provides the number of published papers in each journal and other information ranked by the number of published papers according to the zoning of Bradford's Law. Besides, the number of published papers in the top eight journals is about one third of the 1,051 published papers ( $334,32 \%$ ). The other 717 published papers ( $68 \%$ ) are distributed among 327 journals, including one published paper in each of 198 journals. The results show that the distribution of published papers in ABM is decentralized.

Table 5 also provides the ratio comparisons of three zones, that is the ratio of published papers in each zone for zones $\mathrm{A}, \mathrm{B}, \mathrm{C}$ is $8: 48: 279$. It is almost equal to $8: 48: 288$ or $1: 6: 6^{2}$. That is, $\mathrm{A}: \mathrm{B}: \mathrm{C}=1: n: n^{2}$. The result matches the explanations of Bradford's Law. Table 6 specifies eight leading journals which have published the most research papers in ABM. According to the data, ABM papers published in these journals take up to nearly one-third of the total amount. Journal of Artificial

Table 4 The distribution of ABM journals during 1997-2009

|  | (A) | (B) | (C) | (D) | (E) | (F) |
| :--- | ---: | ---: | ---: | ---: | ---: | :--- |
| (I) Core | 174 | 1 | 1 | 174 | 174 | 2.241 |
|  | 29 | 1 | 2 | 29 | 203 | 2.307 |
|  | 28 | 1 | 3 | 28 | 231 | 2.364 |
|  | 25 | 2 | 5 | 50 | 281 | 2.449 |
|  | 21 | 1 | 6 | 21 | 302 | 2.480 |
|  | 17 | 1 | 7 | 17 | 319 | 2.504 |
| (II) Relevant | 15 | 1 | 8 | 15 | 334 | 2.524 |
|  | 12 | 2 | 10 | 24 | 358 | 2.554 |
|  | 11 | 3 | 13 | 33 | 391 | 2.592 |
|  | 10 | 5 | 18 | 50 | 441 | 2.644 |
|  | 9 | 2 | 20 | 18 | 459 | 2.662 |
|  | 8 | 7 | 27 | 56 | 515 | 2.712 |
|  | 7 | 7 | 34 | 49 | 564 | 2.751 |
|  | 6 | 3 | 37 | 18 | 582 | 2.765 |
|  | 5 | 8 | 45 | 40 | 622 | 2.794 |
| (III) Marginal | 4 | 11 | 56 | 44 | 666 | 2.823 |
|  | 3 | 25 | 81 | 75 | 741 | 2.870 |
|  | 2 | 56 | 137 | 112 | 853 | 2.931 |
|  | 1 | 198 | 335 | 198 | 1051 | 3.022 |

Column (A) number of articles. (B) number of journals.
(C) accumulation of journals. (D) $(\mathrm{A}) \times(\mathrm{B})$, subtotal of articles.
(E) accumulation of articles. (F) $\log ^{E}$

Table 5 A brief distribution of the literature on ABM based on the journals

|  | No. of journals | No. of articles | Range of no. of articles | Average articles |
| :--- | :---: | :--- | :--- | :--- |
| A | 8 | 334 | $15-174$ | 42 |
| B | 48 | 332 | $4-12$ | 7 |
| C | 279 | 385 | $1-3$ | 1 |

Table 6 The eight core journal titles and their statistics in ABM

| Journal title | Count | $\%$ | Acc. \% |
| :--- | ---: | ---: | ---: |
| JASSS - The Journal of Artificial Societies and Social Simulation | 174 | 16.56 | 16.56 |
| Environment and Planning B-Planning \& Design | 29 | 2.76 | 19.32 |
| Physica A - Statistical Mechanics and Its Applications | 28 | 2.66 | 21.98 |
| Journal of Economic Behavior \& Organization | 25 | 2.38 | 24.36 |
| Journal of Economic Dynamics \& Control | 25 | 2.38 | 26.74 |
| Advances in Complex Systems | 21 | 2 | 28.73 |
| Social Science Computer Review | 17 | 1.62 | 30.35 |
| Computational Economics | 15 | 1.43 | 31.78 |

Societies and Social Simulation (JASSS), which tops the list, has 174 published papers ( $16.56 \%$ ) in ABM. It largely outnumbers that of the second journal on top, Physica A (29 papers, $2.76 \%$ ). It is also observed that the main subject areas of the eight listed journals are Economics and Social Science/Interdisciplinary.

## 5 Lotka's Law and Author Productivity

### 5.1 Distribution of Scientific Productivity of Authors with Equality of Chances of Participation

With 1,051 papers retrieved, based on the Equality method, there are altogether 1,887 authors who jointly contributed to a published paper, there being an average of 0.56 papers per author. Within these retrieved papers, one author per paper (with no jointly accumulated authors) applies in the majority of cases, which comprise a total of 1,887 persons, or $80.23 \%$. Meanwhile, there are 12 papers with seven or more accumulated authors per paper. By assuming that each accumulated author generated one paper, there would be 2,536 accumulated papers, as shown in Table 7. However, in actual fact there are only 1,051 papers. As a result, the overall number of estimated authors per paper will be 2.41 , means the research teams will usually consist of two or three persons.

### 5.2 Lotka's Law

Lotka's Law regarding the scientific productivity of authors is a good example with respect to such empirical laws. Lotka [6] deduced an inverse square law relating the authors of published papers to the number of papers written by each author. Using the data specifically represented in the decennial index of Chemical Abstracts and Auerbach's Geschichtstafeln der Physik as the name index, Lotka plotted the number of authors against the number of contributions made by each

Table 7 Distribution of author productivity among ABM papers

| \% of Author |  |  |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| \% of Acc. Author <br> (A) |  |  |  |  |  |  |  |
| 10 | 2 | 20 | 20 | 0.79 | 2 | 0.11 | 0.11 |
| 9 | 2 | 18 | 38 | 1.5 | 4 | 0.11 | 0.21 |
| 8 | 3 | 24 | 62 | 2.44 | 7 | 0.16 | 0.37 |
| 7 | 5 | 35 | 97 | 3.82 | 12 | 0.26 | 0.64 |
| 6 | 14 | 84 | 181 | 7.14 | 26 | 0.74 | 1.38 |
| 5 | 10 | 50 | 231 | 9.11 | 36 | 0.53 | 1.91 |
| 4 | 20 | 80 | 311 | 12.26 | 56 | 1.06 | 2.97 |
| 3 | 77 | 231 | 542 | 21.37 | 133 | 4.08 | 7.05 |
| 2 | 240 | 480 | 1022 | 40.3 | 373 | 12.72 | 19.77 |
| 1 | 1514 | 1514 | 2536 | 100 | 1887 | 80.23 | 100 |

Column (A) number of papers published. (B) number of authors. (C) (A) $\times$ (B) subtotal number of papers published. (D) accumulated number of papers published. (E) (D)/2536, \% of total number of papers. (F) accumulated number of authors (G) (B)/1887, \% of total number of authors (H) (F)/1887, \% of total number of authors
author on a logarithmic scale. Lotka proposed that these points are closely scattered around a straight line having a constant slope of approximately negative two. It has been shown to hold for the productivity patterns of chemists, physicists, mathematicians, and econometricians [5]. Lotka's inverse square law of scientific productivity has been shown to fit data drawn from several widely varying time periods and disciplines [1].

Many studies have confirmed the validity of the law, and have often found that the constant $c$ is not always 2 but is rather a variable value. The empirical observations as concluded by Lotka provided the following equation [4]:

$$
\begin{equation*}
a_{n}=a_{1} / n^{c}, n=1,2,3, \ldots . \tag{1}
\end{equation*}
$$

where $a_{n}=$ the number of authors publishing $n$ papers, $a_{1}=$ the number of authors publishing one paper, and $c=$ a constant (in Lotka's case, $c=2$ ). Taking the $\log$ of both sides of (1), we obtain

$$
\begin{equation*}
\log \left(a_{n}\right)=\log \left(a_{1}\right)-c \log (n) . \tag{2}
\end{equation*}
$$

In the computation of the best empirical value, the constant $c$ for the data is related to ABM by fitting a line to the empirical frequency distribution. The regression results show that $c=2.97$. If the estimated $a_{1}$ is 0.8282 , then (1) will be stated as follows: $a_{n}=0.8282 / n^{2.97}$ It is possible to check whether the ABM literature matches the Lotka's Law by performing the Kolmogorov-Smirnov (K-S) statistical test. According to the K-S test, as demonstrated in Table 8, if $\operatorname{Dmax}=0.0259$ and the sampling number is bigger than 35 , then the threshold value will be $1.63 / 1887^{1 / 2}=$ 0.0375 , while the number of accumulated authors will be 1,887 . Although Dmax is less than the threshold value, the result matches the generalized Lotka's Law, which indicates that Lotka's Law is based on the author productivity distribution data in the ABM literature.

Table 8 Author distribution of Lotka's Law

| Count | Observation <br> by author(s) | Acc. value <br> $(S n(X))$ | Expected value <br> by author | Acc. value <br> $(F o(X))$ | Absolute value <br> $\|F o(X)-S n(X)\|$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0.8023 | 0.8023 | 0.8282 | 0.8282 | $0.0259($ Dmax $)$ |
| 2 | 0.1272 | 0.9295 | 0.1055 | 0.9337 | 0.0042 |
| 3 | 0.0408 | 0.9703 | 0.0316 | 0.9652 | 0.005 |
| 4 | 0.0106 | 0.9809 | 0.0134 | 0.9787 | 0.0022 |
| 5 | 0.0053 | 0.9862 | 0.0069 | 0.9856 | 0.0006 |
| 6 | 0.0074 | 0.9936 | 0.004 | 0.9896 | 0.004 |
| 7 | 0.0026 | 0.9963 | 0.0025 | 0.9922 | 0.0041 |
| 8 | 0.0016 | 0.9978 | 0.0017 | 0.9939 | 0.004 |
| 9 | 0.0011 | 0.9989 | 0.0012 | 0.9951 | 0.0038 |
| 10 | 0.0011 | 1 | 0.0009 | 0.9959 | 0.004 |

## 6 Conclusion

The purpose of this study is to investigate the characteristics of the international literature that applies agent-based modeling (ABM) to social sciences for 1997-2009. The results of this study reveal that the growth of the international literature using ABM is still well perceived. Most of the core literature belongs to various USA institutions. According to Bradford's Law, the three zone ratio comparisons are almost equal to the ratio $1: 6: 6^{2}$, means the data does match Bradford's Law. The eight core journals in ABM are identified and analyzed. Moreover, the frequency distributions of the author productivity match the generalized Lotka's Law. The three applications of ABM are mainly in the fields of social science/interdisciplinary studies, economics, and environmental studies.
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